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II. PROBLEM FORMULATION 
 

Consider distributed environment system dedicated for 
proceeding of computational data. In each time period (in 
example each second) the portion of data is generated and 
requires to be processed. Denote than computational outlay 
needed in each time period is similar. Each generated 
computational task may be divided into separable subtasks 
(blocks). Then subtasks are sent to nodes of grid network in 
order to be processed. During processing of particular block 
there is no necessity to communicate with nodes processing 
other blocks. When processing is finished, result data must be 
sent backward to the source. 

 

Data processing in the distributed environment is organized 
in the following way: 
� realization of computational tasks is managed by the 

computing management centre (CMC). Management centre 
divides tasks into blocks, transmits blocks to grid nodes, 
receives and collects result data for each block,  

� the grid node, in which CMC is located, also takes part in 
blocks processing. Blocks and results transferred between 
this node and CMC are not sent through the network, 

� each grid node may communicate only with computational 
centre node. During proceeding of each block information 
from other blocks are not necessary,  

� results from computations are transmitted and collected in 
repository located in computing management centre.  

 

Processing block of data is connected with specified 
processing cost. Costs are defined for each of the blocks. 
Management centre is located in one of the grid nodes, since it 
is source or destination of all data transmitted in the network, 
then the proper allocation of CMC has a critical impact on the 
quality of service in the network. Maintaining of CMC in the 
node generates also some maintaining cost in each time period. 
Minimizing of total processing cost and maintaining cost is 
one of the objectives of grid optimization.  

The computational power resources (also called resource 
capacity [5]) of grid nodes are limited and determined for each 
node. It is denoted that the total resources capacity of grid is 
enough to presses all generated blocks. 

 

For each block that has to be processed the following values 
are determined:  
� size of the block. Data of this size must be sent from CMC 

to the computing node chosen for the block, 
� size of results generated during block processing. Data of 

this size must be sent from processing node to CMC when 
processing is finished. 

 

It is assumed that communication network for grid system is 
the packed switched network. Channel allocation (network 
topology) is given, capacity of each channel must be assigned 
in optimization process. Total cost of capacity leasing is 
limited – given as optimization constraint.  

 

Considered problem is formulated as follows: 
Given: 
� number of grid nodes, number of channels of wide area 

network, 
� for each node: computational capacity of node, 
� for each channel the set of possible capacities and costs 

(i.e. cost-capacity function), 

� list of candidate nodes for Computing Management Centre, 
for each candidate node the value of maintaining cost, 

� number of blocks which must be processed in each time 
period, 

� for each block: size of block, size of result data, 
computational outlay needed to process block, costs of 
processing at each computing node, 

� budget of the network. 

Minimize: 
� linear combination of quality of service in the network and 

the total computing cost (total cost of data processing and 
maintaining cost of management centre). 

Over: 
� CMC allocation, 
� block allocation at computing nodes, 
� channel capacities, 
� flow routes (routing). 

Subject to: 
� channel capacity constraints 
� multicommodity flow constraints 
� computing capacity of nodes constraints 

We assume that channels’ capacities can be chosen from 
discrete sequence defined by international ITU-T 
(International Telecommunication Union – 
Telecommunication Sector) recommendations. Then, the 
formulated above problem is NP-complete, as more general 
that capacity and flow assignment problem [13], [15]. 

III.  MODEL OF DISTRIBUTED COMPUTING SYSTEM 

Distributed computing system consists of n computation 
nodes, located in geographically distant area. Nodes are 
connected with b channels generating a wide area network. 
Channels are realized on communication lines leased from 

telecoms. For each channel i there is the set },...,{
)(1

i
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ii ccC =  

of alternative values of capacities from which exactly one must 

be chosen to build the WAN. Let },...,{ )(1
i
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of leasing costs corresponding to channel capacities from the 

set iC . Let 
i
jx  be the discrete decision variable, connected 

with capacity choice for channel i, defined as follows:  
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Since exactly one capacity from the set iC  must be chosen 

for channel i, then the following condition must be satisfied: 
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Let rX  be the set of all variables 
i
jx  which are equal to 

one. r  is the number of iteration, since in successive chapters 
we propose approximate iterative algorithm. 

Let hy  be the discrete decision variable, connected with 

allocation of management node, defined as follows: 
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Let rY  be the set of all variables hy  which are equal to one. 

Since the management centre is located in one node only, the 
following condition must be satisfied: 

 

.1
1

∑
=

=
n

h

hy  (2) 

 

Let hu  be the cost of maintaining of the management centre 

in the node h. 
Let t denote the number of blocks, which must be proceeded 

in the considered time period. The following given data are 
connected with each block: 

� lv  is the size of block l. It means that in each time period 

the data of size lv
 must be sent from management node to 

the proper computing node; 

� lw  is the size of data generated as result of proceeding 

block l. Data of size lw
 must be sent from computing node 

to the management node at each time period; 

� lp  is the computational outlay needed to proceed block l – 

measured in [instructions]; 

� 
l

mq  is the cost of proceeding block l in the computing node 

m, },...,{ 1

l

n

ll qqQ =  is the set of proceeding costs of block l 

in all computing nodes.  

Let l
mz  be the discrete decision variable, connected with 

computing node choice for proceeding block l: 
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Let rZ  be the set of all variables l
mz  which are equal to 

one. Since each of the blocks must be proceeded exactly in one 
node, then the following condition must be satisfied: 
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Each of the computing nodes has a limited computing 

power. Let me  be the computing power (also called 

computational capacity) of computing node m, given in 
[instructions per second] (IPS). In order to guarantee that the 
optimization problem has a solution, the following condition 
must be satisfied for given data: 
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Let mkr  be the average traffic rate sent from node m to node 

k in each time period. In packet switched networks the flow 
between nodes is realized as a multicommodity flow. Since we 
denote, that in the considered networks only proceeding block 
and results of proceedings block are sent (there in no other 

network traffic) then mkr  consists of packed exchanging 

between computing nodes and management node only. mkr  

may be calculated as follows: 
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The triple of sets ),,( rrr ZYX  is called a selection. Let ℜ  

be the family of all selections. The selection ),,( rrr ZYX  

defines the unique wide area network and distributed computer 
system, because: 

� rX  determines the values of capacities for channels of the 

WAN, 

� rY  determines the allocation of CMC at the node of WAN. 

� rZ  determines the blocks' allocation at the computing 

nodes of distributed grid. 
 

Let ),,( rrr ZYXT  be the minimal average delay per packet 

in the wide area network in which values of channel capacities 

are given by set rX  and traffic requirements are given by sets 

rY  and rZ  (depend on management node allocation and 

assigning of block to computing nodes). ),,( rrr ZYXT  can be 

obtained solving a multicommodity flow problem in the 
network [13], [21]: 
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subject to: 

� f  is a multicommodity flow satisfying the traffic 

requirements mkr  given by rY  and rZ  , 

� 
i
j

i
ji cxf ≤  for every r

i
j Xx ∈  

� [ ]bfff ,...,1=  is the vector of multicommodity flow, if  is 

the total average bit rate on channel i , and γ  is the total 

packet rate generated and sent through the network by 
computational nodes and management node. 

 

Let ),( rr ZYA  be the computing cost, composed of 

proceeding costs of block at computational nodes and cost of 
maintaining of management node: 
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Then, the objective function for the channel capacities, 
routing assignment and location of management centre and 
task scheduling problem is defined as follows: 

 

).,(),,(),,( rrrrrrrr ZYAZYXTZYXOBJ += σ  
 

Let ( )rXB  be the regular leasing cost of channel capacities, 

given with the formula: 
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Let β be the network budget (maximal cost of channel 
capacity leasing). 
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Taking into account the above assumptions, the 
optimization problem is formulated in the following way: 
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Subject to: 

( ) ℜ∈rr YX ,  (6) 

β≤)( rXB  (7) 
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IV. ALGORITHM 

The considered problem is NP-complete, as more general 
than classical CFA problem, which is NP-complete [23]. 
Optimal solution of NP-complete problem may be found using 
exact algorithms. In the papers [15], [18] exact algorithms, 
based on branch-and-bound method, for different WAN 
optimization problems were proposed. Since considered grid 
optimization problem includes aspects of WAN network 
optimization, then exact algorithm for problem (5)-(8) may be 
based on those algorithms. Exact algorithms give optimal 
solutions of the problem, but they are useless for bigger wide 
area networks (over 25 nodes). Approximate algorithm gives 
near-optimal solution and the computational time is 
significantly shorter. Approximate algorithms for problem (5)-
(8) may be based on top-down method or on intelligent 
computational methods (i.e. evolutionary method). 

Proposed algorithm consists of two phases. In the first one, 
called initial phase, an acceptable solution of the problem is 

found. Acceptable solution is the selection ),,( rrr ZYX  and 

flow vector f , satisfying conditions (6) - (8) and it is the 

starting point for optimization process. In case that the 
problem has no solution (i.e. it is impossible to build the 
network satisfying flow demands with given budget 
restriction), it is discovered during this stage and algorithm 
finishes. The second phase of an algorithm is optimization 
phase, while sub-optimal solution is being found. 

A. Initial Phase 

The goal on this stage is to verify whether the considered 
problem with given constraints has the solution. If it has, the 
initial solution is being found, as the starting point for 
optimization.  

Three main tasks appear during initial phase: choosing 
allocation for computing management centre, tasks allocation 
over the computing nodes, capacities of channels and flow 
assignment.  

We propose few criteria (strategies) for choosing the node 
for CMC allocation: 
� Maximal computing power of candidate node; 

The grid node maintaining CMC also takes part in blocks 
processing. Moreover, block processed in CMC node and 
results of them are not sent through the network. Locating 
CMC in the node of maximal computing power allows to 
minimize the data transfer in the network. To valuate quality of 

node, according to this criterion, we use the value of 

computational capacity me . 

� Maximal capacity of node; 
Since all blocks (except those processed by CMC node) 

must be sent to grid nodes and results must be sent back, links 
adjacent to CMC node must ensure enough capacity.  

Let mP  be the sum of capacities of all channels adjacent to 

node m : 
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To valuate quality of node, according to this criterion, we 

use the value of mP . 

� Location of node; 
In order to minimize the traffic in the whole network, it is 

beneficial to locate the CMC in the centre of the grid network.  

Let ghv  be the distance, in hops, between node g  and 

node h . It means that ghv  is the minimal number of channels 

between nodes g  and h . Let gV  be the distance between 

node g  and all other nodes of distributed grid, defined as 

follows: 
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Choosing the node for allocating CMC we should choose 

such nodes g , for which the value of gV  is minimal.  

� Random method 
Initial allocation of the CMC may be chosen randomly. 
Another goal of an initial phase of an algorithm is task 

allocation to the computing nodes. We propose two strategies 
for initial task allocation: 
� Regular tasks distribution approach. 

In this strategy, tasks are allocated to the grid nodes in 
proportion to the computational power of each grid node.  
� Regular traffic distribution approach. 

Task are being allocated to grid nodes in proportion to the 
capacity of node (the sum of capacities of all channels adjacent 
to the node). The constraint of the node computational power 
(4) must be satisfied.  

Finally, capacity and flow (CFA) assignment problem for 
the initial phase may be solved using one of the approximate 
or exact algorithms [10], [16], [18]. CFA problem is well 
known in the literature and also was the subject of previous 
work. 

B. Optimization Phase 

We start from the initial selection obtained in the Initial 
Phase. Then, in consecutive iterations we try to improve the 
solution by changing CMC allocation node, tasks allocation at 
grid nodes, routing and channel capacities. Algorithm finishes 
when there is no possibility of improving present solution.  
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To get the best choice we have to test all possible pairs of 

variables mrh yYy  ,∈  or r
i
j Xx ∈ , i

sx  or l
hr

l
m zZz ,∈  using a 

local optimization criterion. Because of the different nature of 
the variables denoting channel capacity choice and the host 
allocation choice, we have to formulate three different criteria.  

Proposition 1. If the selection ),( tt YX  is obtained from the 

selection ),( rr YX  by complementing the variable r
i
j Xx ∈  

where )(isj <  by another variable t
i
s Xx ∈  then only the 

channel capacity change is being considered. We do not 
change the CMC allocation, and the traffic requirements 
between nodes do not change. We can use the following local 

optimization criterion on variables 
i
jx  where )(isj < : 
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Proposition 2. If the selection ),( tt YX  is obtained from the 

selection ),( rr YX  by complementing variable rh Yy ∈  by 

another variable tm Yy ∈  then only allocation of CMC is being 

changed. So, the traffic requirements between nodes change, 
channels' capacities do not change and blocks' allocation at 
computing nodes do not change. Then, to evaluate the pair 

),( mh yy   we can use the following criterion: 
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a
hmΠ  denotes the a -th path from node h  to node m ,  
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hmΠ  denotes the set of all paths from node h  to node m . 

f
~
 is the 'new' traffic flow in the network, after reallocating 

the CMC. After reallocation all routes in the network must be 
redirected from paths [old CMC node; other nodes] to paths 
[new CMC node; other nodes]. It is simply calculated as 
follows. For each node we find all possible routes (paths) from 
that node to new CMC node. They are denoted by the set 

hmΠ . Then we allocate the traffic along all found routes, 

proportionally to they residual capacities. 

Proposition 3. If the selection ),( tt YX  is obtained from the 

selection ),( rr YX  by complementing variable r
l
m Zz ∈  by 

another variable t
l
h Zz ∈  then the allocation of l -th block is 

being changed. So, the traffic requirements between nodes 
change, channels' capacities and CMC location do not change. 

To evaluate the pair ( )l
h

l
m zz ,  we propose the following 

criterion: 
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ilf ′′  is the part of the flow at i -th channel. It corresponds only 

to the packets connected with l -th block. a
hmΠ , hmΠ  and 

)(iV a
hm  are defined like previously.  

f
~
 is the 'new' traffic flow in the network, after reallocating 

the l -th block. After reallocation packet connected with l -th 

block must be redirected from paths [old processing node for 

l -th block; CMC node] to paths [new processing node for  

l -th block; CMC node]. First we remove from the network 

traffic [old processing node for l -th block; CMC node]. It is 

given with ilf ′′  value. Then, we find all possible routes (paths) 

from new processing node to CMC node. Paths are denoted by 

the set hmΠ . After that we allocate the traffic along all found 

routes, proportionally to they residual capacities. 

Replacements of decision variables are made in order to 
obtain the distributed computing network with the possible 
least value of criterion function OBJ . We should choose such 
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pairs mrh yYy  ,∈  or r
i
j Xx ∈ , i

sx  or l
hr

l
m zZz ,∈ , for which 

the value of the criterion CMC
hmδ , 

i
js∆ or l

hmδ  is minimal. 

C. Calculation Scheme of an Algorithm 

Phase I. Initial 
Step 1.1. Choose node for computing management centre. 

Evaluate nodes using one of criteria defined in section IV.A. 

Choose node with maximal computing power me , maximal 

capacity of node mP  or the node with the best location 

according to criterion (10). Also combined criteria may be 

used, in example mm Ve  or ( ) mmm VPe . 

Step 1.2. Allocate tasks to the computing nodes, according 
to regular tasks distribution strategy or regular traffic 
distribution strategy. 

Step 1.3. Solve the capacity and flow assignment problem in 
the WAN network with traffic requirements gives with CMC 
allocation and blocks' allocation at nodes. If CFA problem has 
no solution then we decide that problem (5)-(8) has no solution 
and algorithm finishes. Otherwise calculate value of objective 

function and remember it as .minOBJ  Remember actual sets 

of decision variables as ),,( minminmin ZYX . Go to phase II. 

Phase II. Optimization 

  Step 2.1. Perform .0=r  ),,( rrr ZYX = ),,( minminmin ZYX . 

Step 2.2. Perform .1+= rr  Choose pair mrh yYy  ,1−∈  or 

1−∈ r
i
j Xx , i

sx  or l
hr

l
m zZz ,1−∈ , for which the value of the 

criterion CMC
hmδ , 

i
js∆ or l

hmδ  is minimal. If there is no such 

pair for which CMC
hmδ , 

i
js∆ or l

hmδ  is less than minOBJ  then 

stop, ),,( minminmin ZYX  is sub-optimal solution of problem 

(5)-(8). Otherwise swap values of variables of chosen pair. 

 Step 2.3. Solve the capacity and flow assignment problem in 
WAN, where traffic requirements are given by CMC 
allocation and blocks allocation at nodes. Calculate 

),,( rrrr ZYXOBJ . If minOBJOBJr <  (better solution is 

found), then assign ),,( rrr ZYX = ),,( minminmin ZYX  and 

minOBJ = ),,( minminmin ZYXOBJ . Go to step 2.2. 

V. CONCLUSION 

In the paper the conception of WAN-based distributed 
computing system model was presented. An optimization 
problem, consists in assignment of grid management centre 
allocation, network channels’ capacities, flow routes and task 
assignment, was formulated. Then, an approximate two-phased 
algorithm for considered problem was proposed. The future 
work includes computational experiments with developed 
algorithm. An interesting goal of experiments is to investigate 
how the strategies chosen in steps 1.1 and 1.2 influence on the 
quality of approximate solution and computational time of an 
algorithm. Another direction of future work is to formulate 
problems with different criterion functions and constraints (i.e. 
with criterion composed of WAN maintain cost and 
computation cost of blocks).  
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