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Positive stable realizations with system Metzler
matrices

TADEUSZ KACZOREK

Conditions for the existence of positive stable realizations with system Metzler matrices
for linear continuous-time systems are established. A procedure for finding a positive stable
realization with system Metzler matrix based on similaritytransformation of proper transfer
matrices is proposed and demonstrated on numerical examples. It is shown that if the poles of
stable transfer matrix are real then the classical Gilbert method can be used to find the positive
stable realization.
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1. Introduction

A dynamical system is called positive if its trajectory starting from any nonnega-
tive initial state remains forever in the positive orthant for all nonnegative inputs. An
overview of state of the art in positive theory is given in themonographs [2, 8]. Vari-
ety of models having positive behavior can be found in engineering, economics, social
sciences, biology and medicine, etc.

An overview on the positive realization problem is given in [1, 2, 8]. The realization
problem for positive continuous-time and discrete-time linear systems has been consid-
ered in [3, 4, 12, 13] and the positive minimal realization problem for singular discrete-
time systems with delays in [14]. The realization problem for fractional linear systems
has been analyzed in [10, 15] and for positive 2D hybrid systems in [11].

In this paper sufficient conditions will be established for the existence of positive
stable realizations with system Metzler matrices and procedure for computation of the
realizations of proper transfer matrices will be proposed.

The paper is organized as follows. In section 2 some definitions and theorems con-
cerning positive continuous-time linear systems are recalled and the problem formula-
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tion is given. Problem solution is presented in section 3 and4. In section 3 the method
based on the similarity transformation is presented and in section 4 the problem is solved
by the use of the Gilbert method. Concluding remarks and openproblems are given in
section 5.

The following notation will be used:ℜ – the set of real numbers,ℜn×m – the set
of n×m real matrices,ℜn×m

+ – the set ofn×m matrices with nonnegative entries and
ℜn

+ = ℜn×1
+ , ℜn×m(s) – the set ofn×m real matrices inswith real coefficients,Mn – the

set ofn×n Metzler matrices (real matrices with nonnegative off-diagonal entries),In –
then×n identity matrix.

2. Preliminaries and the problem formulation

Consider the continuous-time linear system

ẋ(t) = Ax(t)+Bu(i) (1a)

y(t) =Cx(t)+Du(t) (1b)

where x(t) ∈ ℜn, u(t) ∈ ℜm, y(t) ∈ ℜp are the state, input and output vectors and
A∈ ℜn×n, B∈ ℜn×m, C∈ ℜp×n, D ∈ ℜp×m.

Definition 1 [2, 8] The system(1) is called (internally) positive if x(t) ∈ ℜn
+, y(t) ∈ ℜn

+,
t ­ 0 for any initial conditions x(0) = x0 ∈ ℜn

+ and all inputs u(t) ∈ ℜm
+, t ­ 0.

Theorem 1[2, 8] The system(1) is positive if and only if

A∈ Mn, B∈ ℜn×m
+ , C∈ ℜp×n

+ , D ∈ ℜp×m
+ . (2)

The transfer matrix of the system (1) is given by

T(s) =C[Ins−A]−1B+D. (3)

The transfer matrix is called proper if

lim
s→∞

T(s) = K ∈ ℜp×m (4)

and it is called strictly proper ifK = 0.

Definition 2 [2, 8] Matrices(2) are called a positive realization of transfer matrix T(s)
if they satisfy the equality(3). The realization is called (asymptotically) stable if the
matrix A is a (asymptotically) stable Metzler matrix (Hurwitz Metzler matrix).

Theorem 2 [8] The positive realization(2) is stable if and only if all coefficients of the
polynomial

pA(s) = det[Ins−A] = sn+an−1sn−1+ ...+a1s+a0 (5)
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are positive, i.e. ai > 0 for i = 0,1, . . . ,n−1.

The problem under considerations can be stated as follows.
Given a rational matrixT(s) ∈ ℜp×m, find a positive stable its realization

A∈ MnS, B∈ ℜn×m
+ , C∈ ℜp×n

+ , D ∈ ℜp×m
+ . (6)

whereMnS is the set ofn×n (asymptotically) stable Metzler matrices.

3. Problem solution

3.1. SISO systems

First we shall consider the positive single-input single-output (SISO) system (1) with
the transfer function

T(s) =
bnsn+bn−1sn−1+ · · ·+b1s+b0

sn+an−1sn−1+ · · ·+a1s+a0
. (7)

The positive system with (7) is (asymptotically) stable if and only if ai > 0 for i =
0,1, . . . ,n−1 [2, 8]. Knowing the transfer function (7) we can find the matrix D by the
use of the formula [2, 8]

D = lim
s→∞

T(s) = bn (8)

and the strictly proper transfer function

Tsp(s) = T(s)−D =C[Ins−A]−1B
(9)

=
bnsn+bn−1sn−1+ · · ·+b1s+b0

sn+an−1sn−1+ · · ·+a1s+a0
−bn =

b̄n−1sn−1+ · · ·+ b̄1s+ b̄0

sn+an−1sn−1+ · · ·+a1s+a0

whereb̄i = bi −aibn, i = 0,1, ...,n−1.
A realization of the strictly proper transfer function (9) has the form [2, 7, 8]

Ā=




0 1 0 ... 0

0 0 1 ... 0
...

...
...

. . .
...

0 0 0 ... 1

−a0 −a1 −a2 ... −an−1




, B̄=




0

0
...

0

1




, C̄=
[

b̄0 b̄1 b̄2 ... b̄n−1

]
.

(10a)
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Remark 1. The following realization of the strictly proper transfer function (9) can be
also used

Ā=




0 0 ... 0 −a0

1 0 ... 0 −a1

0 1 ... 0 −a2
...

...
. . .

...
...

0 0 ... 1 −an−1




, B̄=




b̄0

b̄1

b̄2
...

b̄n−1




, C̄=
[

0 0 ... 0 1
]
, (10b)

Ā=




−an−1 −an−2 ... −a1 −a0

1 0 ... 0 0

0 1 ... 0 0
...

...
. . .

...
...

0 0 ... 1 0




, B̄=




1

0
...

0

0




, C̄=
[

b̄n−1 ... b̄2 b̄1 b̄0

]
,

(10c)

Ā=




−an−1 1 0 ... 0

−an−2 0 1 ... 0
...

...
...

.. .
...

−a1 0 0 ... 1

−a0 0 0 ... 0




, B̄=




bn−1

bn−2
...

b1

b0




, C̄=
[

1 0 ... 0 0
]
. (10d)

The realization (10) and (8) of the transfer function is positive if and only if ai ¬ 0 for
i = 0,1, . . . ,n−2. This realization by Theorem 2 is unstable.

The solution to the problem under considerations is based onthe following lemma.

Lemma 1. There exists a nonsingular matrix P∈ ℜn×n such that the positive realization

A= PĀP−1 ∈ MnS, B= PB̄∈ ℜn×m
+ , C= C̄P−1 ∈ ℜp×n

+ , D ∈ ℜp×m
+ (11)

is (asymptotically) stable if and only if the matrix̄A is stable.

Proof It is well-known that [7, 9]

det[Ins−A] = det[Ins− Ā] (12)

for any nonsingular matrixP ∈ ℜn×n. Therefore, there exists a nonsingular matrixP
such that (11) holds if and only if the matrix̄A is stable.

In what follows it is assumed that the transfer function (7) is stable.
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The following elementary row and column operation on the matrix Ā will be used
[7, 9]: L[i+ j×c] (R[i+ j×c]) – addition to thei-th row (column) thej-th row (column)
multiplied by a scalarc.

To find a positive stable realization (11) of the given transfer function (7) the
following procedure will be used.

Procedure 1.

Step 1. Knowing the transfer function (7) and using (8) find the matrixD ∈ ℜp×m and
the strictly proper transfer function (9).

Step 2. UsingTsp(s) and (10) find the matrices̄A, B̄ andC̄.

Step 3. Performing suitable elementary row (column) operations L[i + j × c] (R[i +
j × c]) on the matrixĀ find the desired matrixA= PĀP−1 ∈ MnS and the matrix
P(P−1) such thatB= PB̄∈ ℜn×m

+ andC= C̄P−1 ∈ ℜp×n
+ .

Remark 2. The matrix P (P1) can be obtained by performing the elementary row
(column) operations on the identity matrixIn [9].

First we shall demonstrate Procedure 1 on the following simple example.

Example 1.Find the positive stable realization (11) of the transfer function

T(s) =
b2s2+b1s+b0

s2+a1s+a0
. (13)

Using Procedure 1 we obtain the following

Step 1. Using (8) we obtain
D = lim

s→∞
T(s) = b2 (14)

and

Tsp(s) = T(s)−D =
b̄1s+ b̄0

s2+a1s+a0
(15)

whereb̄i = bi −aib2, i = 0,1.

Step 2. The realization (10) of the strictly proper transferfunction (15) has the form

Ā=

[
0 1

−a0 −a1

]
, B̄=

[
0

1

]
, C̄= [ b̄0 b̄1 ]. (16)

Step 3. To obtain the stable Metzler matrixA= PĀP−1 we perform the following ele-
mentary row and column operations on the matrixĀ
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Ā=

[
0 1

−a0 −a1

]
R[1+2×(−α)]

−−−−−−−−−→

(17)[
−α 1

αa1−a0 −a1

]
L[2+1×(α)]

−−−−−−−−−→

[
−α 1

αa1−a0−α2 α−a1

]
.

If we choose−α2+αa1−a0 = 0 so that then the matrix (17) is a Metzler matrix
of the form

A= PĀP−1 =

[
−α 1

0 α−a1

]
. (18)

In this case the matrix (18) has two eigenvalues.
Performing the row elementary operations onI2 we obtain

[
1 0

0 1

]
L[2+1×(α)]

−−−−−−−−−→

[
1 0

α 1

]
= P,

(19)[
1 0

0 1

]
R[1+2×(−α)]

−−−−−−−−−→

[
1 0

−α 1

]
= P−1.

The characteristic polynomial of the matrix (17)
∣∣∣∣∣

s+α −1

−αa1+a0+α2 s−α+a1

∣∣∣∣∣= s2+a1s+a0 (20)

is independent of scalarα and has two real zeros.

Remark 3. For the matrixĀ there exists the matrixP such thatA = PĀP−1 is the
Metzler matrix if and only if the polynomial (20) has two realzeros.

From (16), (11) and (19) we have

B= PB̄=

[
1 0

α 1

][
0

1

]
=

[
0

1

]
and

(21)

C= C̄P−1 = [ b̄0 b̄1 ]

[
1 0

−α 1

]
= [ b̄0− b̄1α b̄1 ].

The desired positive stable realization of the transfer function exists ifb̄0− b̄1α­ 0 and
b̄0− b̄1α­ 0 and it is given by (18), (21) and (14).
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In particular case if the transfer function (13) has the form

T(s) =
2s2+7s+7
s2+3s+2

= 2+
s+3

s2+3s+2
(22)

then there exists the desired positive stable realization and it has the form

A= PĀP−1 =

[
1 0

1 1

][
0 1

−2 −3

][
1 0

−1 1

]
=

[
−1 1

0 −2

]
,

B= PB̄=

[
1 0

1 1

][
0

1

]
=

[
0

1

]
, (23)

C= C̄P−1 = [ 3 1 ]

[
1 0

−1 1

]
= [ 2 1 ],

D = [2].

Example 2.Find a positive stable realization (11) of the transfer function

T(s) =
b3s3+b2s2+b1s+b0

s3+a2s2+a1s+a0
. (24)

Using Procedure 1 we obtain the following

Step 1. Using (8) we obtain
D = lim

s→∞
T(s) = b3 (25)

and

Tsp(s) = T(s)−D =
b̄2s2+ b̄1s+ b̄0

s3+a2s2+a1s+a0
(26)

whereb̄i = bi −aib3, i = 0,1,2.

Step 2. The realization (10) of the strictly proper transferfunction (26) has the form

Ā=




0 1 0

0 0 1

−a0 −a1 −a2


 , B̄=




0

0

1


 , C̄= [ b̄0 b̄1 b̄2 ]. (27)

Step 3. To obtain the stable Metzler matrixA= PĀP−1 we perform the following ele-
mentary row and column operations on the matrixĀ

Ā=




0 1 0

0 0 1

−a0 −a1 −a2




R[1+2×(−α)]
−−−−−−−−−→
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


−α 1 0

0 0 1

a1α−a0 −a1 −a2




L[2+1×(α)]
−−−−−−−−−→




−α 1 0

−α2 α 1

a1α−a0 −a1 −a2




R[1+3×(α2)]

−−−−−−−−−→ (28)




−α 1 0

0 α 1

−a2α2+a1α−a0 −a1 −a2




L[3+1×(−α2)]

−−−−−−−−−→




−α 1 0

0 α 1

α3−a2α2+a1α−a0 −α2−a1 −a2


 .

If α3−a2α2+a1α−a0­ 0 then the off-diagonal entries in the first row and in the
first column are nonnegative. The submatrix

Ā2 =

[
α 1

−α2−a1 −a2

]
(29)

has real eigenvalues if(a2−α)2−4(α2+a1−a2α) > 0 (Remark 3). We choose
α such that the conditions are satisfied.

The details will be shown on the following stable transfer function

T(s) =
2s3+15s2+32s+15

s3+7s2+14s+5
= 2+

s2+4s+5
s3+7s2+14s+5

. (30)

In this case
D = 2 (31)

and

Ā=




0 1 0

0 0 1

−5 −14 −7


 , B̄=




0

0

1


 , C̄ = [ 5 4 1 ]. (32)

For α = 1 we haveα3−a2α2+a1α−a0 = 3, (a2−α)2−4(α2+a1−a2α) = 4
and the matrix (29) has the form

Ā2 =

[
1 1

−15 −7

]
. (33)
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Performing the following elementary operation on the matrix (33) we obtain

Ā2 =

[
1 1

−15 −7

]
R[1+2×(−3)]

−−−−−−−−−→

(34)[
−2 1

6 −7

]
L[2+1×(3)]

−−−−−−−−−→

[
−2 1

0 −4

]
.

Therefore, the matrixA has the form

A=




−1 1 0

0 −2 1

3 0 −4


 (35)

and performing the elementary row and column operations on the identity matrix
I3 we obtain

I3
L[2+1×(1)]

−−−−−−−−−→




1 0 0

1 1 0

0 0 1




L[3+1×(−1)]
−−−−−−−−−→

(36)


1 0 0

1 1 0

−1 0 1




L[3+2×(3)]
−−−−−−−−−→




1 0 0

1 1 0

2 3 1


= P

and

I3
R[2+1×(−1)]

−−−−−−−−−→




1 0 0

−1 1 0

0 0 1




r [1+3×(1)]
−−−−−−−−−→

(37)


1 0 0

−1 1 0

1 0 1




R[2+3×(−3)]
−−−−−−−−−→




1 0 0

−1 1 0

2 −3 1


= P−1.

Note that

A= PĀP−1 =




1 0 0

1 1 0

2 3 1







0 1 0

0 0 1

−5 −14 −7







1 0 0

−1 1 0

1 −3 1


=

(38)
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


−1 1 0

0 −2 1

3 0 −4




and it confirms (35). Using (32), (36) and (37) we obtain

B= PB̄=




1 0 0

1 1 0

2 3 1







0

0

1


=




0

0

1


 and

(39)

C= C̄P−1 = [ 5 4 1 ]




1 0 0

−1 1 0

1 −3 1


= [ 2 1 1 ].

The desired positive stable realization of the transfer function (30) is given by
(35), (39) and (31).

In general case we perform on the matrixĀ (defined by (10)) the following elemen-
tary column and row operations

Ā=




0 1 0 ... 0

0 0 1 ... 0
...

...
...

. . .
...

0 0 0 ... 1

−a0 −a1 −a2 ... −an−1




R[1+2×(−α1)]

−−−−−−−−−→




−α1 1 0 ... 0

0 0 1 ... 0
...

...
...

. . .
...

0 0 0 ... 1

a1α1−a0 −a1 −a2 ... −an−1




L[2+1×(α1)]

−−−−−−−−−→




−α1 1 0 ... 0

−α1
2 α1 1 ... 0

0 0 0 ... 0
...

...
... ...

...

0 0 0 ... 1

a1α1−a0 −a1 −a2 ... −an−1




(40)
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R[1+3×(α1
2)]

−−−−−−−−−→




−α1 1 0 ... 0

0 α1 1 ... 0

0 0 0 ... 0
...

...
... ...

...

0 0 0 ... 1

−a2α1
2+a1α1−a0 −a1 −a2 ... −an−1




L[3+1×(−α1
2)]

−−−−−−−−−→




−α1 1 0 ... 0

0 α1 1 ... 0

α3 −α1
2 0 ... 0

...
...

... ...
...

0 0 0 ... 1

−a2α1
2+a1α1−a0 −a1 −a2 ... −an−1




.

Continuing this procedure aftern− 1 steps we obtain the matrix̄An with nonnegative
off-diagonal entries in the first row and in the first column ifthere exists suchα1 that
(−1)n−1αn

1 + (−1)n−2an−1αn−1
1 + ...+ a1α1 − a0 ­ 0. If such realα1 exists then we

repeat the procedure for submatrix

Ān−1 =




α1 1 ... 0

−α1
2 0 ... 0

...
... ...

...

0 0 ... 1

−a1 −a2 ... −an−1




. (41)

After n−1 successful steps we obtain the matricesĀn, Ān−1, . . . , Ā2 and the desired Met-
zler matrixA.

Performing the elementary row operations on the matrixIn we obtain the matrixP
and performing the elementary column operations on the matrix In we obtain the matrix
P−1. Note that the matricesP andP−1 are lower triangular with 1 on the diagonals.

Theorem 3.There exists a positive stable realization(6) of the stable transfer function
(7) if the following conditions are satisfied:

1) lim
s→∞

T(s) = T(∞) ∈ ℜ+,

2) there existα1,α2, . . . ,αn−1 such that the matrices̄An, Ān−1, . . . , Ā2 have nonnega-
tive off-diagonal entries in the first rows and in the first columns,

3) [ b0−a0bn b1−a1bn ... bn−1−an−1bn ]P−1 ∈ ℜ1×n
+
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Proof If the condition 1) is met thenD=T(∞)∈ℜ+. From Step 3 Procedure 1 it follows
that if the condition 2) is satisfied then

A= PĀP−1 ∈ MnS and B= PB̄∈ ℜn×m
+

since then-th column of the matrixP is equal toB. Taking into account that

C̄ = [ b̄0 b̄1 . . . b̄n−1 ] = [ b0−a0bn b1−a1bn . . . bn−1−an−1bn ]

we haveC∈ ℜ1×n
+ if the condition 3) is met.

Remark 4.For differentα1,α2, . . . ,αn we obtain different forms of the matricesA andP
and therefore, different positive stable realizations (11). All those realizations are related
by similarity transformations.

3.2. MIMO systems

Consider a stable positive continuous-time linear system (1) with a given proper
transfer matrix of the form

T(s)=




T11(s) . . . T1,m(s)
... . . .

...

Tp,1(s) . . . Tp,m(s)


∈ℜp×m(s), Ti, j(s)=

ni, j(s)
di, j(s)

, i = 1, . . . , p; j = 1, . . . ,m

(42)
whereℜp×m(s) is the set of proper rational real matrices ins.

With slight modifications Procedure 1 can be also used to find positive stable real-
izations with system Metzler matrices of the transfer matrix (42).

Step 1. The matrixD can be found by the use of the formula

D = lim
s→∞

T(s) (43)

and the strictly proper transfer matrix

Tsp(s) = T(s)−D (44)

which can be written in the form

Tsp(s) =




N11(s)
d1(s)

...
N1,m(s)
dm(s)

... ...
...

Np,1(s)
d1(s)

...
Np,m(s)
dm(s)



= N(s)D−1(s) (45a)
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where

N(s) =




N11(s) ... N1,m(s)
... ...

...

Np,1(s) ... Np,m(s)


 , D(s) = diag[ d1(s) ... dm(s) ],

d j(s) = sdj +a j,dj−1sdj−1+ ...+a j,1s+a j,0, (45b)

Ni, j(s) = c
dj−1
i, j sdj−1+ ...+c1

i, js+c0
i, j , i = 1, ..., p; j = 1, ...,m.

Step 2. A realization of (45) has the form [7]

Ā= blockdiag[ Ā1 ... Ām ], Ā j =




0 1 0 ... 0

0 0 1 ... 0
...

...
...

. . .
...

0 0 0 ... 1

−a j,0 −a j,1 −a j,2 ... −a j,n−1




,

B̄= blockdiag[ b̄1 ... b̄m ], b̄ j =




0

0
...

0

1




∈ ℜdj , j = 1, ...,m, (46)

C̄ =




c0
11 c1

11 ... cd1−1
11 ... c0

1,m c1
1,m ... cdm−1

1,m
...

... ...
... ...

...
... ...

...

c0
p,1 c1

p,1 ... cd1−1
p,1 ... c0

p,m c1
p,m ... cdm−1

p.m


 .

Step 3. Performing suitable elementary row and column operations on the matrixĀ
find the desired matrixA = PĀP−1 ∈ MnS and the matrixP (P−1) such that
B= PB̄∈ ℜn×m

+ andC= C̄P−1 ∈ ℜp×n
+ .

Remark 5. The strictly proper transfer matrix (44) can be also writtenin the form

Tsp(s) =




N̄11(s)

d̄1(s)
...

N̄1,m(s)

d̄1(s)
... ...

...
N̄p,1(s)

d̄p(s)
...

N̄p,m(s)

d̄p(s)



= D̄−1(s)N̄(s) (47a)
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where

N(s) =




N̄11(s) ... N̄1,m(s)
... ...

...

N̄p,1(s) ... N̄p,m(s)


 , D(s) = diag[ d̄1(s) ... d̄p(s) ],

d̄i(s) = sdi + āi,di−1sdi−1+ ...+ āi,1s+ āi,0, (47b)

N̄i, j(s) = b̄d̄i−1
i, j sd̄i−1+ ...+ b̄1

i, js+ b̄0
i, j , i = 1, ..., p; j = 1, ...,m.

A realization of (47) has the form [7]

Ā= blockdiag[ Ā1 ... Āp ], Āi =




0 0 ... 0 −āi,0

1 0 ... 0 −āi,1

0 1 ... 0 −āi,2
...

...
. . .

...
...

0 0 ... 1 −āi,n−1




,

B̄=




b̄0
11 b̄0

12 ... b̄0
1,m

b̄1
11 b̄1

12 ... b̄1
1,m

...
... ...

...

b̄d̄1−1
11 b̄d̄1−1

12 ... b̄d̄1−1
1,m

b̄0
21 b̄0

22 ... b̄0
2,m

...
... ...

...

b̄
d̄p−1
p,1 b̄

d̄p−1
p,2 ... b̄

d̄p−1
p,m




, (48)

C̄= blockdiag[ C1 ... Cp ], Ci = [ 0 ... 0 1 ] ∈ ℜ1×di , i = 1, ..., p.

Theorem 4. There exists a positive stable realization(6) of the stable transfer matrix
(42) if the following conditions are satisfied:

1 lim
s→∞

T(s) = T(∞) ∈ ℜp×m
+ ,

2 the same as in Theorem 3,

3 C̄P−1 ∈ ℜp×n
+ .

Proof is similar to the proof of Theorem 3.

Remark 6. For a chosen̄A there exists many Metzler matricesA and matricesP (P−1).
All those positive, stable realizations are related by similarity transformations.
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Example 3.Find a positive stable realization (11) of the transfer matrix

T(s) =




s+3
s+1

2s+5
s+2

1
s+2

s+4
s+3


 . (49)

Using Procedure 1 we obtain the following

Step 1. Using (43) for (49) we obtain

D = lim
s→∞

T(s) =

[
1 2

0 1

]
(50)

and the strictly proper transfer matrix

Tsp(s) = T(s)−D =




2
s+1

1
s+2

1
s+2

1
s+3


 (51)

which can be written in the form

Tsp(s) =




2s+4
s2+3s+2

s+3
s2+5s+6

s+1
s2+3s+2

s+2
s2+5s+6


= N(s)D−1(s) (52a)

where

N(s) =

[
2s+4 s+3

s+1 s+2

]
, D(s) =

[
s2+3s+2 0

0 s2+5s+6

]
. (52b)

Step 2. The realization (46) of (52) has the form

Ā=




0 1 0 0

−2 −3 0 0

0 0 0 1

0 0 −6 −5



, B̄=




0 0

1 0

0 0

0 1



, C̄ =

[
4 2 3 1

1 1 2 1

]
. (53)
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Step 3. To obtain the stable Metzler matrixA= PĀP−1 we perform the following ele-
mentary row and column operations on the matrixĀ

Ā=




0 1 0 0

−2 −3 0 0

0 0 0 1

0 0 −6 −5




R[1+2×(−1)]
R[3+4×(−2)]

−−−−−−−−−→

(54)


−1 1 0 0

1 −3 0 0

0 0 −2 1

0 0 4 −5




L[2+1×(1)]
L[4+3×(2)]

−−−−−−−−−→




−1 1 0 0

0 −2 0 0

0 0 −2 1

0 0 0 −3



= A.

Performing the elementary row operations on the matrixI4 we obtain theP matrix



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1




L[2+1×(1)]
L[4+3×(2)]

−−−−−−−−−→




1 0 0 0

1 1 0 0

0 0 1 0

0 0 2 1



= P. (55)

Using (11) and (53) we obtain

A= PĀP−1 =




1 0 0 0

1 1 0 0

0 0 1 0

0 0 2 1







0 1 0 0

−2 −3 0 0

0 0 0 1

0 0 −6 −5







1 0 0 0

−1 1 0 0

0 0 1 0

0 0 −2 1



=




−1 1 0 0

0 −2 0 0

0 0 −2 1

0 0 0 −3



,

B= PB̄=




1 0 0 0

1 1 0 0

0 0 1 0

0 0 2 1







0 0

1 0

0 0

0 1



=




0 0

1 0

0 0

0 1



, (56)

C= C̄P−1 =

[
4 2 3 1

1 1 2 1

]



1 0 0 0

−1 1 0 0

0 0 1 0

0 0 −2 1



=

[
2 2 1 1

0 1 0 1

]
,
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D =

[
1 2

0 1

]
.

The desired positive stable realization is given by (56).

4. System with real poles

In this section using Gilbert method [7] a procedure for finding positive stable real-
izations with system Metzler matrices will be presented fortransfer matrices with real
negative poles.

Consider a linear continuous-time system withm-inputs, p-outputs and the strictly
proper transfer matrix

Tsp(s) =
N(s)
d(s)

∈ ℜp×m(s) (57)

whereN(s) ∈ ℜp×m[s] (the set ofp×mpolynomial matrices) and

d(s) = sn+an−1sn−1+ ...+a1s+a0. (58)

It is assumed that the equationd(s) = 0 has only distinct real negative rootss1,s2, ...,sn

(si 6= sj for i 6= j ), i.e.d(s) = (s− s1)(s− s2)...(s− sn). In this case the transfer matrix
(57) can be written in the form

Tsp(s) =
n

∑
i=1

Ti

s−si
(59)

where

Ti = lim
s→si

(s−si)Tsp(s) =
N(si)

n
∏

j=1, j 6=i
(si −sj)

, i = 1, . . . ,n. (60)

Let
rankTi = r i ¬min(p,m). (61)

It is easy to show [7] that

Ti =CiBi, rankCi = rankBi = r i , i = 1, ...,n (62a)

where

Ci = [ Ci,1 Ci,2 ... Ci,r i
] ∈ ℜp×r i , Bi =




Bi,1

Bi,2
...

Bi,r i



∈ ℜr i×m. (62b)
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We shall show that the matrices are the desired positive stable realization with system
Metzler matrix

A= blockdiag[ Ir1s1 ... Irnsn ], B=




B1
...

Bn


 , C= [ C1 ... Cn ]. (63)

Using (63), (62) and (59) we obtain

T(s) =C[Is−A]−1B=

[ C1 ... Cn ]
(

blockdiag[ Ir1(s−s1)
−1 ... Irn(s−sn)

−1 ]
)



B1
...

Bn


 (64)

=
n

∑
i=1

CiBi

s−si
=

n

∑
i=1

Ti

s−si
.

From (63) it follows that:

1) if s1,s2, ...,sn are real negative then the matrixA is stable and is a Metzler matrix,

2) if
Ti ∈ ℜp×m

+ for i = 1, . . . ,n (65)

then
Ci ∈ ℜp×r i

+ and Bi ∈ ℜr i×m
+ for i = 1, . . . ,n (66)

andB∈ ℜn̄×m
+ , C ∈ ℜp×n̄

+ , n̄=
n
∑

i=1
r i .

If T(∞) ∈ ℜp×m
+ then from (43) we haveD ∈ ℜp×m

+ . Therefore, the following theorem
has been proved.

Theorem 5.There exists a positive stable realization(63), (43) of the proper transfer
matrix (42) if the following conditions are satisfied:

1) The poles of T(s) are distinct real and negative si 6= sj for i 6= j, si < 0, i = 1, . . . ,n.

2) Ti ∈ ℜp×m
+ for i = 1, . . . ,n.

3) T(∞) ∈ ℜp×m
+ .

If the conditions of Theorem 5 are satisfied the following procedure can be used to
find the desired positive stable realization with system Metzler matrix.
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Procedure 2

Step 1. Using (43) find the matrixD and the strictly proper transfer matrix (44) and
write it in the form (57).

Step 2. Find the real zeross1,s2, ...,sn of the polynomial (58).

Step 3. Using (60) find the matricesT1, ...,Tn and their decomposition (62).

Step 4. Using (63) find the matricesA, B, C.

Example 4. Using Procedure 2 find a positive stable realization with system Metzler
matrix of the transfer matrix (49).

Step 1. The matrixD with nonnegative entries has the form (50) and the strictly proper
transfer matrix given by (51).

Step 2. The transfer matrix (51) can be written in the form

Tsp(s) =
1

(s+1)(s+2)(s+3)

[
2(s+2)(s+3) (s+1)(s+3)

(s+1)(s+3) (s+2)(s+1)

]
=

N(s)
d(s)

. (67)

In this cased(s) = (s+ 1)(s+ 2)(s+ 3), s1 = −1, s2 = −2, s3 = −3 and the
condition 1) of Theorem 5 is met.

Step 3. Using (60) and (62) we obtain

T1 =
1

(s+2)(s+3)

[
2(s+2)(s+3) (s+1)(s+3)

(s+1)(s+3) (s+2)(s+1)

]∣∣∣∣∣
s=−1

=

[
2 0

0 0

]
,

r1 = rankT1 = 1, T1 =C1B1, (68a)

B1 = [ 1 0 ], C1 =

[
2

0

]
.

T2 =
1

(s+1)(s+3)

[
2(s+2)(s+3) (s+1)(s+3)

(s+1)(s+3) (s+2)(s+1)

]∣∣∣∣∣
s=−2

=

[
0 1

1 0

]
,

r2 = rankT2 = 2, T2 =C2B2, (68b)

B2 = [ B21 B22 ] =

[
0 1

1 0

]
, C2 = [ C21 C22 ] =

[
1 0

0 1

]
.

T3 =
1

(s+1)(s+2)

[
2(s+2)(s+3) (s+1)(s+3)

(s+1)(s+3) (s+2)(s+1)

]∣∣∣∣∣
s=−3

=

[
0 0

0 1

]
,
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r3 = rankT3 = 1, T3 =C3B3, (68c)

B3 = [ 0 1 ], C3 =

[
0

1

]
.

From (68) it follows that the conditions 2) of Theorem 5 are satisfied.

Step 4. Using (63) and (68) we obtain

A=




Ir1s1 0 0

0 Ir2s2 0

0 0 Ir1s3


=




−1 0 0 0

0 −2 0 0

0 0 −2 0

0 0 0 −3



,

B=




B1

B2

B3


=




1 0

0 1

1 0

0 1



, (69)

C = [ C1 C2 C3 ] =

[
2 1 0 0

0 0 1 1

]
.

The desired positive stable realization of (49) is given by (69) and (50). This
approach can be extended for transfer matrices with multiple real negative poles [16].

Remark 7. If the polynomial (58) has real and complex zeros then a combination of the
Procedure 1 and Procedure 2 is recommended to find the positive stable realizations with
system Metzler matrices of the transfer matrix (57).

5. Concluding remarks

Conditions for the existence of positive stable realizations with system Metzler ma-
trices of proper transfer matrices have been established (Theorem 3). The procedure
based on similarity transformation for finding of the positive stable realization (Proce-
dure 1) has been proposed and its efficiency has been demonstrated on numerical ex-
amples. It has been shown that if the poles of stable transfermatrix are real then the
classical Gilbert method can be used to find the positive stable realizations. Conditions
for the existence of positive stable realizations of propertransfer matrices by the use of
the Gilbert method have been established (Theorem 5) and Procedure 2 for its compu-
tation has been proposed. The procedure has been illustrated by numerical example. If
the transfer matrix has real and complex poles then a combination of the procedures for
finding its positive stable realization has been recommended (Remark 7).
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The following are open problems:

1) find necessary and sufficient conditions for the existenceof positive stable realiza-
tions with system Metzler matrices of proper transfer matrices,

2) give a method for finding positive stable realizations with system Metzler matrices
which is not based on the similarity transformation of proper transfer matrices.

An extension of the presented procedure for fractional linear systems [5, 6, 15] is also
an open problem.
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