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Portable, hand-held ultrasound devices capable of 3D imaging in real time are the next generation of the
medical imaging apparatus adapted not only for professional medical stuff but for a wide group of less advanced
users. Limited power supply capacity and the relatively small number of channels used for the ultrasound data
acquisition are the most important limitations that should be taken into account when designing such devices
and when developing the corresponding image reconstruction algorithms.

The aim of this study was to develop a new 3D ultrasound imaging method which would take into account
the above-mentioned features of the new generation of ultrasonic devices – low-cost portable general access
scanners.

It was based on the synthetic transmit aperture (STA) method combined with the Fourier spectrum domain
(SD) acoustic data processing. The STA using a limited number of elements in transmit and receive modes for
ultrasound data acquisition allowed both aforementioned constraints to be obeyed simultaneously. Moreover, the
computational speed of the fast Fourier transform (FFT) algorithm utilized for the ultrasound image synthesis
in the spectrum domain makes the proposed method to be more competitive compared to the conventional
time domain (TD) STA method based on the delay-and-sum (DAS) technique, especially in the case of 3D
imaging in real time mode.

Performance of the proposed method was verified using numerical 3D acoustic data simulated in the Field II
program for MATLAB and using experimental data from the custom design 3D scattering phantom collected by
means of the Verasonics Vantage 256™ research ultrasound system equipped with the dedicated 1024-element
2D matrix transducer.

The method proposed in this paper was about 80 times faster than its counterpart based on the time
domain synthetic transmit aperture (TD-STA) approach in the numerical example of a single 3D ultrasound
image synthesized from 4 partial images each containing 64× 64× 512 pixels.

It was also shown that the acceleration of the image reconstruction was achieved at the cost of a slight
deterioration in the image quality assessed by the contrast and contrast-to-noise ratio (CNR).
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1. Introduction

Medical ultrasonography is the most used imag-
ing modality for its speed, flexibility, cost-effectiveness
and non-invasive nature. These features make the ul-
trasound imaging more competitive than the other
imaging techniques, especially for preliminary diagno-
sis. Recently, the 3D or volumetric ultrasound imag-
ing technology has been rapidly developed as the re-
searchers started exploring innovative and new appli-
cations (Fenster et al., 2001; Ji et al., 2011). The
volumetric imaging provides the physicians with much

deeper and realistic insight into the examined part of
the human body (Campbell et al., 2005; Landry
et al., 2005). For instance, 3D ultrasound provides the
capabilities of surface characterization of the fetus of-
fering a better view of fetal defects like a cleft lip
or clubfoot. Also, reduction in breast examination
time with 3D ultrasound is currently under inves-
tigation (Kotsianos-Hermle et al., 2009; Padilla
et al., 2013).

The most recent advances in ultrasound technol-
ogy are enabling the rapid development of 3D imag-
ing in real-time allowing for volumetric visualization
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and tracking the movements of imaged organs, like the
motion of the human heart wall or valves, blood flows
in various vessels and so on. Moreover, the real-time
3D ultrasound can be potentially integrated into dif-
ferent portable small-size devices suitable for diagnos-
tic and therapeutic procedures (due to small probe size
and safety) in the near future.

There are a number of constraints that should be
considered when designing such devises, like the lim-
ited power consumption due to the limited capacity of
the power supply battery or a huge amount of acoustic
data that have to be acquired using a limited number
of signal channels and processed on-the-fly during vol-
umetric data acquisition with 2D matrix transducers
consisting of thousands of elements and so on.

To mitigate this problem the sub-array architec-
tures were considered in the literature based on the
sub-aperture design (Savord, Solomon, 2003) or
a separable beamforming design wherein a conven-
tional 2D array beamforming is decomposed into a se-
ries of 1D beamforming problems at the cost of some
reduction in image quality (Yang et al., 2013). An-
other strategy to reduce the number of active ele-
ments is by using the sparse 2D arrays. For exam-
ple, Austeng and Holm (2002) proposed a method
based on the principle of grating lobes suppression
to form the optimal symmetric and non-symmetric
regular sparse periodic and radially periodic designs.
Sparsely sampled aperture patterns like the minimal-
redundant arrays were proposed in (Karaman et al.,
2009). To reduce redundancy the authors developed
a sparse array design procedure based on the spa-
tial convolution of the transmit and receive patterns
by using different combinations of linear sub-arrays
of the 2D matrix transducer. Several non-rectangular
2D sparse array layouts have also been proposed, such
as the concentric circular arrays (Wang et al., 2002;
Ullate et al., 2006) and spiral arrays (Martínez-
Graullera et al., 2010; Yoon, Song, 2019). A more
detailed literature review on the 2D sparse arrays de-
sign can be found for example in (Ramalli et al.,
2022).

Recently, the spectrum domain (SD) ultrasound
imaging methods have been attracting growing atten-
tion due to their high computational speed. This is
a significant advantage over the conventional time do-
main (TD) methods based on the classical delay-and-
sum (DAS) technique (Thomenius, 1996). This makes
them promising for the 3D ultrasound imaging in the
real-time mode. Several SD methods have been re-
ported in the literature (Busse, 1992; Skjelvareid,
2012; Cheng, Lu, 2006). In (Cheng, Lu, 2006), the-
oretical development of the so-called phase migration
method was presented. The data collected using 2D
aperture were first transformed for each axial depth to
the spectrum domain. Then the frequency-dependent
propagator function was applied to each cross-sectional

spectrum followed by the frequency averaging within
the considered frequency band. The magnitude of the
inverse Fourier transform of the averaged spectra ob-
tained for each axial depth independently, yielded
the 3D ultrasound image. The numerical complexity
of the phase migration method was comparable to the
conventional 3D TD imaging methods at the same time
this yielded the synthesized images of poor quality,
therefore remaining a purely theoretical interest. In
(Skjelvareid, 2012), the well-known ω − k migration
algorithm previously adopted for the 2D B-mode ul-
trasound (Skjelvareid et al., 2011) was generalized
for the 3D imaging. The ultrasound data were first
transformed to the spectrum domain. Next, the ω − k
migration was applied to transform the temporal spec-
tral variable ω to the spatial spectrum variable related
to the axial spatial coordinate. Then the inverse 3D
Fourier transform was computed to obtain the final
3D ultrasound image. In (Cheng, Lu, 2006) yet an-
other approach for 3D SD ultrasound image synthesis
was proposed. It was based on the assumption of the
plane acoustic wave insonification (Montaldo et al.,
2009) by an infinite 2D aperture array. The acous-
tic signals detected by the same 2D array were rep-
resented as the superposition of harmonic waves re-
flected from the scatterers distribution in the examined
volume. Each harmonic component within the limited
frequency band was first transformed to the spectrum
domain with respect to the lateral coordinates. Next,
the mapping between the wave-vector components
of the detected echoes and the back-scattered field re-
lated to the reflectivity function describing the scatter-
ing properties of the examined medium was applied in
the spectrum domain. Finally, the inverse 3D Fourier
transform yielded the final 3D ultrasound image.

The main objective of this research was to pro-
pose a new spectrum domain synthetic transmit aper-
ture (SD-STA) 3D image reconstruction method. It of-
fers a promising solution to the aforementioned con-
straints, suitable for low-cost portable devices which
should operate with a limited number of signal chan-
nels and limited power consumption. Specifically, the
SD-STA method is based on a novel approach which
combines the non-overlapping sub-aperture data ac-
quisition of the back-scattered ultrasound echoes by
analogy with the TD-STA methods (Gammelmark
et al., 2003; Jensen et al., 2006; Nikolov et al., 2008;
Trots et al., 2009; Tasinkevych et al., 2012) and
the ultrasound data processing in the Fourier spec-
trum domain. Using a limited number of elements in
the transmit (TX) and receive (RX) modes allowed the
amount of acoustic data collected and transferred dur-
ing a single TX/RX event to be reduced by utilizing
a limited number of signal channels (64 and 256 consid-
ered in this study). Moreover, the computational speed
of the fast Fourier transform (FFT) algorithm used for
the ultrasound image synthesis in the spectrum domain
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makes the SD-STA method promising for the real-time
ultrasound imaging.

The validation of the proposed method was carried
out in two stages. First, the method was tested using nu-
merical acoustic data simulated in MATLAB using
Field II software (Jensen, 1996; Jensen, Svendsen,
1992). Next, the method was validated using experi-
mental acoustic data acquired in a custom made 3D
scattering phantom by means of the Verasonics Van-
tage 256™ research ultrasound system equipped with
the dedicated 1024-element 2D array transducer op-
erating at 3.47 MHz center frequency. The compar-
ative analysis of the proposed SD-STA method with
the conventional TD-STA method (Tasinkevych
et al., 2013) generalized for the case of 3D imag-
ing (Tasinkevych, 2017), was conducted. It was ev-
idenced both in simulations and measurements that
the proposed SD-STA method provides high computa-
tional speed and imaging quality comparable to state-
of-the-art TD-STA methods.

The rest of the paper is organized as follows. In
the next section theoretical background of the pro-
posed SD-STA method is given. Then, the method is
described in Sec. 3. The results of 3D imaging using nu-
merically simulated and experimentally obtained data
are presented in Sec. 4. The discussion of the results
obtained is given in Sec. 5. Finally, in Sec. 6 the sum-
mary of the work is presented.

2. Theory

Theoretical backgrounds of the SD-STA methods
are briefly presented in what follows. Let one consider
an N ×N -element flat matrix transducer placed in the
plane z = 0. The origin of the Cartesian coordinate sys-
tem is in the center of the transducer aperture and its
sides are parallel to the x- and y-axes. During a single
TX/RX event the i-th M ×M -element sub-aperture is
excited with a short pulse (one sine cycle of the nomi-
nal frequency) and transmits an unfocused wave in the
z-axis direction, where i = 1, ..., I, I = (N/M)

2. With-
out loss of generality the back-scattered echoes can be
assumed to be detected by the same M ×M -element
sub-aperture and the i-th LRI is then synthesized us-
ing the RF echoes detected during this single TX/RX
event only (this case is referred to as the reduced ma-
trix of M ×M RF echoes in the Subsec. 3.1). A more
general case of using several TX/RX events for the syn-
thesis of a single LRI is discussed in the next section
(this case is referred to as the full-size matrix of N ×N
RF echoes in Subsec. 3.1). The received echoes repre-
sent the spatially sampled back-scattered acoustic field
s (r�, t) in the plane z = 0 within the 2D sub-aperture;
r� ≡ (exx + eyy + ez0) is a position vector defining
a location of individual element of the transducer in
the plane z = 0; s (r, t) is the back-scattered acoustic

field in the volume of interest V ; r ≡ (exx + eyy + ezz)
is a position vector in V . The spatial spectrum of
the back-scattered filed detected by the i-th RX sub-
aperture can be represented as a linear combination
of harmonic components propagating form randomly
distributed point scatterers in the volume V (Cheng,
Lu, 2006):

S (k�, t)i = ∫ K(ω)

⎧⎪⎪
⎨
⎪⎪⎩
∫

V

f(r)eik
′r dr

⎫⎪⎪
⎬
⎪⎪⎭

e−jωt dω,

i = 1, ..., I, I = (N/M)
2
, (1)

where f (r) denotes an object function describing the
scattering intensity of the random distribution of scat-
terers in the volume V . In Eq. (1) k′ = k + kI,
kI = exk

I

x+eyk
I
y +ezk

I
z is the wave-vector of the trans-

mitted acoustic wave. In the case of SD-STA con-
sidered in this paper kI = ezk

I
z ; also, in Eq. (1)

k = exkx + eyky + ezkz is the wave-vector of the back-
scattered wave; k� = exk

I
x+eyk

I
y andK(ω) is a transfer

function that accounts for the influence of the trans-
mit and receive circuitry. From Eq. (1) the relationship
between the temporal-spatial spectrum of the back-
scattered acoustic field S (k�, ω) and the spatial spec-
trum of the object function F (k′) in V can be ob-
tained:

S (k�, ω)i =K(ω)F (k′) ≅ F ′
(k′)i , (2)

where F ′ (k′)i is the so-called band-limited spatial
spectrum of f (r) obtained as a result of trans-
mission and detection of the acoustic wave by i-th
M ×M -element sub-aperture. It defines the 3D spa-
tial spectrum of the partial LRI reconstructed using
the RF echoes detected by the i-th M ×M -element
sub-aperture:

F ′
(k′)i ≡ I (k

′
)i . (3)

The spatial spectrum defined in Eq. (3) can be ob-
tained from the temporal-spatial spectrum of the de-
tected back-scattered echoes as:

I (k′(ω))i = S (k′(ω))i , (4)

where the spatial spectrum S (k′(ω))i of the back-
scattered signals is obtained from S (k�, ω)i after the
variable transform:

k′x = kx, k′y = ky,

k′z(ω) =
ω

c
+

√

(
ω

c
)

2

− k2
x − k

2
y.

(5)

To obtain the final 3D HRI of the examined volume of
interest its 3D spatial spectrum has to be synthesized
first as a sum of the spatial spectra of all LRIs:

I (k′(ω)) =
I

∑
i=1

I (k′(ω))i , (6)
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followed by the inverse 3D Fourier transform applied
to I (k′(ω)):

I (r)=
c

4π2∭ B (k′(ω)) I (k′(ω)) ejk
′
(ω)r dk′(ω). (7)

In Eq. (7) the term B (k′(ω)) was introduced which
is the Jacobian of the variable transformation in the
spectrum domain defined in Eq. (5):

B (k′(ω)) ≡
(
√
k′2z (ω) − k′2x − k′2y )

k′z(ω)
. (8)

3. Methods

The SD-STA method proposed in this paper was
tested using numerical data simulated in MATLAB
using Field II software. Moreover, experimental mea-
surements were conducted and acoustic data from the
custom design 3D scattering phantom were collected
using Verasonics Vantage™ research ultrasound system
equipped with a 2D matrix transducer utilizing 1024
elements in a 32× 32 grid and operating at 3.47 MHz
center frequency.

3.1. Numerical simulation in Field II

First, the method was tested using numerical data
simulated in Field II. For this purpose the 32× 32-
element matrix array transducer operating at f0 =

3.47 MHz frequency was modeled. The transducer el-
ement pitch was 0.3 mm and the element width was
0.275 mm. The sampling frequency was 13.87 MHz
which corresponded to 4 time samples per acoustic
wavelength of the recorded signal. There were Nt =
1122 time samples simulated in each RF echo (for the
60 mm depth assumed, see further discussion). The
speed of sound c = 1540 m/s and the frequency de-
pendent attenuation α = 0.5 dB/[MHz ⋅ cm] around the
center frequency f0 (Jensen, 2021) were applied which
is typical for the soft tissue (Hill et al., 2004). The
parameters applied in the numerical simulations were
chosen to mimic the 2D matrix transducer used in the

16 16 32

32

16 16[TX1]1

[TX1]4

.... [RX1]1

[RX1]3

[RX1]2

[RX1]4

[RX1]

Fig. 1. Example of TX16/RX32 STA data acquisition utilizing 16× 16-element TX/RX
sub-apertures and full-size matrix [RX1] of 32× 32 back-scattered RF echoes simulated
during 4 TX/RX events. This matrix was then used to synthesize the LRI #1 corre-

sponding the TX sub-aperture #1.

experimental measurements (see discussion in the next
section). The transducer was excited with a short pulse
burst (one cycle of the nominal frequency). The sets
of 5 anechoic spheres (cysts) and 5 scattering spheres
located in the volume z ×x× y = 10× 10× 60 mm filled
with randomly distributed point-like scatters were sim-
ulated separately. The diameter of spheres was 5 mm.
The spheres were spaced 10 mm axially and located
on the z-axis normal to the 2D aperture. The num-
ber of point scatterers was 30 per mm3 (in accordance
with the Rayleigh scattering conditions), yielding the
total number of 1.8e5 point-like scatterers in the volu-
me under consideration. In the case of cysts the uni-
form scattering amplitude was assumed for the scat-
terers distributed outside the cysts and the scattering
amplitude for the scatterers inside the cysts was set
to zero (anechoic spheres). In the case of scattering
spheres the ratio of the scattering amplitudes for the
inner and outer scatterers was assumed 10:1.

Numerical simulations were conducted for non-
overlapping TX/RX sub-apertures arranged in 16× 16
and 8× 8-element grids. Two different data acquisition
schemes were examined. They differed in the number of
RF echoes collected for a given TX sub-aperture which
were then used for a single LRI synthesis.

First, to synthesize a single LRI corresponding to
a given TX sub-aperture the RF echoes were simula-
ted for all elements of the 2D matrix transducer, as
illustrated in Fig. 1 for the particular case of 16× 16-
element TX/RX sub-aperture.

Specifically, to synthesize the LRI #1 the interro-
gating pulse was transmitted four times by the TX
sub-aperture #1 for each of the four RX sub-apertures
used successively in the RX mode which yielded the
full-size matrix of 32× 32 RF signals denoted by [RX1]
in Fig. 1. This procedure was then repeated for each of
the four TX sub-apertures. All the LRIs synthesized
using the full-size matrices [RX1] through [RX4] of the
RF signals collected this way were then summed in the
spectrum domain yielding the final HRI. Therefore, to
obtain the final image there were 16 TX/RX events re-
quired for the case of the 16× 16-element sub-aperture
data acquisition and 64 TX/RX events for the case
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[TX3]

[TX2]
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[RX1] [RX2]

[RX3] [RX4]

Fig. 2. Example of TX16/RX16 STA data acquisition utilizing 16 ×16-element
TX/RX sub-apertures and reduced matrices [RX1] through [RX4] of 16× 16
back-scattered RF echoes simulated during 4 TX/RX events. This matrices
were then used to synthesize the LRIs #1 through #4 corresponding the TX

sub-aperture #1 through #4.

of the 8× 8-element one, respectively. These cases were
denoted as TX16/RX32 and TX8/RX32 in Sec. 4, cor-
respondingly.

Next, to obtain a single LRI corresponding to
a given TX sub-aperture the so-called reduced matri-
ces of the RF signals were simulated. In particular, for
the case of 16× 16-element TX/RX sub-apertures to
synthesize the LRI #1 corresponding to the TX sub-
aperture #1 the interrogating pulse was transmitted
only once and the RF echoes were then collected using
the same grid of elements switched to the RX mode
as depicted in Fig. 2. This yielded a reduced matrix
[RX1] of 16× 16 RF signals (see Fig. 2).

The rest of the full-size 32× 32 matrix correspond-
ing to inactive elements of the 2D array transducer
was filled with zeros (as discussed later in this section)
and the LRI #1 was synthesized then in the spectrum
domain. This procedure was repeated for each of the

For j-th M ×M -element TX sub-aperture, j = 1, ..., J , J = (N/M)
2:

Reduced RF matrix Full-size RF matrix

1) Transmit interrogating pulse with j-th M ×M -
element TX sub-aperture and acquire ultra-
sound echoes using the j-th M ×M -element RX
sub-aperture.

2) Fill the rest of N ×N RF matrix with zeros
(empty RFs).

1) Transmit interrogating pulse with j-th M ×M -
element TX sub-aperture and acquire ultra-
sound echoes using the i-th M ×M -element RX
sub-aperture, i = 1, ..., I, I = (N/M)

2.

2) Fill full N ×N RF matrix with acquired echoes.

3) Compute the 3D temporal-spatial spectrum S (k�, ω)j of the echoes with respect to the spatial
variables x, y and the time t using the FFT algorithm.

4) Transform the variables (kx, ky, ω) → (k′x, k
′

y, k
′

z(ω)) (see Eqs. (4) and (5)) to obtain the spatial
spectrum I (k′)j of the j-th LRI.

5) Accumulate the spatial spectrum of the HRI: I (k′) = I (k′) + I (k′)j (see Eq. (6)).

four TX sub-apertures and the final HRI was obtained
in the same way as in the case of the full-size RF ma-
trix data acquisition discussed earlier. Hence, to ob-
tain the HRI in the case of the reduced RF matrix
approach shown in Fig. 2 there were only 4 TX/RX
events required for the 16× 16-element TX/RX sub-
aperture data acquisition and 16 TX/RX events for
the 8× 8-element one, respectively. These cases were
denoted as TX16/RX16 and TX8/RX8 in Sec. 4, cor-
respondingly.

Finally, for comparison the simulations were also
conducted for the full-size 32× 32-element TX/RX
aperture. In this case a single interrogating pulse was
transmitted and the full-size matrix of 32× 32 RF
echoes was collected at once. These echoes were then
used to synthesize the final HRI in the spectrum do-
main. This case was denoted as TX32/RX32 in Sec. 4.

The data-flow of a single LRI synthesis is sketched:
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The ultrasound data needed to synthesize a sin-
gle LRI were acquired first yielding the full-size or re-
duced matrix of RF echoes (step 1 and 2). Specifically,
in the former case the data acquisition for the j-th
M ×M -element TX sub-aperture yielded a 3D matrix
of N ×N ×Nt time samples, where Nt is the number
of time samples in a single RF echo (Nt = 1122), and
N ×N is the 2D matrix transducer size (N = 32). In
the case of the reduced RF matrix approach only an
M ×M ×Nt sub-matrix of time samples was acquired
during the j-th TX/RX event. The rest of the trans-
ducer elements remained inactive. To synthesize the
partial LRI in this case the rest of the 3D matrix of
N ×N ×Nt time samples was filled with zeros which
corresponded to empty RF echoes (Nt zero samples in
each of them). This allowed the spectrum domain data
processing to be more versatile and suitable for differ-
ent TX/RX sub-aperture size and position within the
2D transducer array which greatly simplified the HRI
spatial spectrum synthesis (step 5). The 3D matrix of
time samples was then used to compute the spatial-
temporal spectrum S (kbot, ω) with respect to the lat-
eral spatial variables x and y and the time variable t
(step 3). For this purpose the fft.m routine from the
MATLAB Signal Processing Toolbox was used. The
variable transformation in the spectrum domain in the
step 4 was implemented as a 1D interpolation proce-
dure. Concretely, the temporal spectrum S (∶, ω)j was
interpolated to the spatial spectrum I (∶, kz(ω))j using
Eq. (5). For this purpose the routine interp1.m from
MATLAB was used. In the final step 5 the spatial spec-

Acquire acoustic data: 
𝑠𝑠𝑗𝑗(𝑡𝑡) ≡ 𝑠𝑠𝑗𝑗 𝑁𝑁,𝑁𝑁,𝑁𝑁𝑡𝑡 matrix of RF echoes, 𝑗𝑗 = 1, … , 𝐽𝐽

Synthesize the j-th LRI spectrum: 𝐼𝐼 𝐤𝐤′ 𝑗𝑗, 
𝑗𝑗 = 1, … , 𝐽𝐽

Accumulate the HRI spectrum:
𝐼𝐼 𝐤𝐤′ = 𝐼𝐼 𝐤𝐤′ 𝑗𝑗 + 𝐼𝐼 𝐤𝐤′

D Fourier transform of 𝐼𝐼 to obtain the HRI 𝐼𝐼 𝒓𝒓Compute the magnitude of the HRI: 𝐼𝐼 𝐫𝐫

Synthesize the j-th LRI: 𝐼𝐼 𝑡𝑡, 𝐫𝐫⊥ 𝑗𝑗, 𝑗𝑗 = 1, … , 𝐽𝐽

Compute the HRI: 𝐼𝐼 𝑡𝑡, 𝐫𝐫⊥ = 𝐼𝐼 𝑡𝑡, 𝐫𝐫⊥ + 𝐼𝐼 𝑡𝑡, 𝐫𝐫⊥ 𝑗𝑗

Compute inverse 3D Fourier transform of 

𝐼𝐼 𝒌𝒌′ to obtain the HRI
Compute the envelope of the HRI: 𝐼𝐼 𝐫𝐫

HRI

HRI

Compute the normalized image in log scale:  
20 log10 𝐼𝐼 𝐫𝐫 /max( 𝐼𝐼 𝐫𝐫 )

Display the B-mode image in log scale
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Fig. 3. Flow diagram showing the successive steps of the acoustic data processing in the considered SD-STA
and TD-STA imaging methods.

trum I (k′)j of the j-th LRI was added (accumulated)
to the spatial spectrum I (k′) of the final HRI. Once all
I (k′)j were synthesized the inverse 3D Fourier trans-
form of I (k′) yielded the final 3D ultrasound image
I (r) (see Eq. (7)).

Figure 3 depicts the comparison of ultrasound im-
age formation for the SD and TD methods considered
in this paper.

It should be noted that in the case of the TD-
STA method the synthesized HRI is represented by the
properly delayed and summed RF echoes collected dur-
ing consecutive TX/RX events (Tasinkevych et al.,
2013). Therefore, the envelopes of the synthesized RFs
must be computed first as shown in the diagram in
Fig. 3. For this purpose the routine envelope.m from
the MATLAB Signal Processing Toolbox was used.
Furthermore, for consistency the images obtained us-
ing the TD-STA method were displayed as a function
of spatial variables as in the case of the SD-STA one.
For this purpose the relation between the axial spatial
variable z and the time t was used: z = ct/2, c being
the acoustic wave speed.

In the numerical simulations the 3D ultrasound im-
ages comprised of Nx ×Ny ×Nz = 64 ×64 ×512 spatial
samples were synthesized using the SD-STA method
proposed. Also, the same acoustic data were processed
using the TD-STA method (Tasinkevych et al., 2013;
2017) and the corresponding results were compared.

The cysts arrangement considered in the numerical
simulations enabled the comparison of the image
contrast and contrast-to-noise ratio (CNR) obtained
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for different data acquisition schemes considered. The
contrast and CNR were defined as:

C =
∣µc − µr ∣

µr
, CNR =

∣µc − µr ∣
√
σ2
c + σ

2
r

(9)

where µc, µr are the mean intensities of cyst and ref-
erence regions; σc, σr are the standard deviations for
the cyst and reference regions, respectively. The corre-
sponding values of the contrast and CNR were assessed
from the 2D B-mode images of the cross-sectional
views of the cysts arrangement (the plane Y = 0). The
cyst region in Eq. (9) was defined as a circle area of the
diameter Dc = 0.75D centered within the correspond-
ing cross-section of the cyst, whereas the reference re-
gion was defined as an area between the circles of di-
ameters 1.5D and 1.25D surrounding the cyst cross-
section. Finally, the 3D imaging capability of the pro-
posed method was demonstrated using acoustic data
simulated for the set of scattering spheres arrangement
discussed above. The isosurfaces at the fixed intensity
level of the corresponding 3D reconstructed spheres
were obtained using the sliceomatic visualization pack-
age for MATLAB.

3.2. Experimental measurements

Next, the SD-STA method was verified using measu-
rement data. The experimental setup is shown sche-
matically in Fig. 4.

L

Verasonics 
Vantage 

research system

Ultrasound 
image

PC

Matrix 
array 

transducer

Fig. 4. Block diagram of the experimental set-up. Right
panels show the real view of the scattering plastic sphere

used in experimental measurements.

The ultrasound data for the scattering sphere with
a diameter of 5 mm (shown on the right in Fig. 4) were
acquired using the Verasonics Vantage 256™ research
system (Kirkland, WA) equipped with the dedicated
matrix transducer utilizing 1024 elements arranged
in a 32× 32 grid and operating at 3.47 MHz center
frequency. The examined sphere had a through hole
with a diameter of about 1 mm. It was suspended in

the water tank using a thin nylon wire with a diame-
ter of 0.2 mm at a distance of 25 mm from the 2D ar-
ray transducer face. The speed of sound c = 1490 m/s
in water at the room temperature was applied in the
image reconstruction (Hill et al., 2004). The exci-
tation voltage was 10 V with 12 dB amplification of
the received signals. The scanner was preprogramed to
scan the phantom according to the 5 data acquisition
schemes described in Subsec. 3.1. It should be noted
that in the case of the full-size 32× 32-element TX/RX
aperture the acoustic data were acquired using the ded-
icated software provided by the Verasonics Vantage
256™ research system manufacturer. It allowed a single
flash transmit over all 1024 elements to be obtained,
with each of the four 256-element RX sub-apertures
used in the RX mode. Therefore, to collect the full-
size matrix of 32× 32 back-scattered RF echoes in this
case four consecutive TX/RX events were required.

4. Results

4.1. Numerical simulations

The B-mode images of the numerical acoustics data
simulated in Field II for the set of cysts (anechoic
spheres) of 5 mm in diameter arranged axially in front
of the 2D matrix transducer are shown in Figs. 5 and 6.

X [mm]

Z 
[m

m
]

Fig. 5. B-mode images of the numerical data simulated in
Field II for the set of anechoic cysts. The cross-sectional
view (plane Y = 0) of the 3D reconstruction obtained using
the FD-STA method for different data acquisition schemes
is demonstrated. The images are plotted in logarithmic

scale over 30 dB dynamic range.

The images in Figs. 5 and 6 present the cross-
sectional views of the 3D reconstructed data obtained
using the SD-STA method proposed in this work
(Fig. 5) and the conventional TD-STA method general-
ized for 3D imaging (Fig. 6). All B-mode images were



566 Archives of Acoustics – Volume 48, Number 4, 2023

X [mm]

Z 
[m

m
]

Fig. 6. B-mode images of the numerical data simulated in
Field II for the set of anechoic cysts. The cross-sectional
view (plane Y = 0) of the 3D reconstruction obtained us-
ing the time TD-STA method for different data acquisition
schemes is demonstrated. The images are plotted in loga-

rithmic scale over 30 dB dynamic range.
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Fig. 7. Dependence of the CNR versus axial distance (z-coordinate) for the set of cysts assessed from the B-mode images
shown in Figs. 5 and 6 and obtained using (a) SD-STA method and (b) TD-STA method (for both plane Y = 0). Different

data acquisition schemes discussed in Subsec. 3.1 were considered.
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Fig. 8. Dependence of the contrast versus axial distance (z-coordinate) for the set of cysts assessed from the B-mode
images shown in Figs. 5 and 6 and obtained using (a) SD-STA method and (b) TD-STA method (for both plane Y = 0).

Different data acquisition schemes discussed in Subsec. 3.1 were considered

normalized with respect to their maximum value in
the corresponding cross-sections and visualized in log-
arithmic scale over 30 dB dynamic range. The images
in Figs. 5 and 6 correspond to different data acquisi-
tion schemes discussed in Subsec. 3.1. Specifically, the
leftmost panel corresponds to the TX32/RX32 data ac-
quisition when a single interrogating pulse was trans-
mitted and the full-size matrix of 32× 32 RF echoes
was collected at once.

The images depicted in the panels TX16/RX32
and TX8/RX32 correspond to the 16× 16-element and
8× 8-element TX sub-apertures, respectively. The LRIs
were synthesized from the full-size matrices of 32× 32
RF echoes acquired for each TX sub-aperture as
shown in Fig. 1 in the Subsec. 3.1. Finally, the im-
ages in the panels TX16/RX16 and TX8/RX8 cor-
respond to the 16× 16-element and 8× 8-element TX
sub-apertures, but in these cases the LRIs were syn-
thesized from the reduced matrices of RF echoes, re-
spectively.

In Figs. 7 and 8 the plots of the CNR and contrast
assessed from the B-mode images depicted in Figs. 5
and 6, are shown, respectively.
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Fig. 9. 3D images of the set of 5 scattering spheres reconstructed using proposed SD-STA method for different TX/RX
data acquisition schemes. The images are visualized using sliceomatic visualization package for MATLAB in logarithmic

scale. Isosurfaces corresponding to the −30 dB level are shown.

In Fig. 9 the 3D images of the numerical acous-
tics data simulated in Field II for the set of scattering
spheres arranged axially in front of 2D matrix trans-
ducer are shown (see Subsec. 3.1). The results were
obtained using the SD-STA method for different data
acquisition schemes. The images in Fig. 9 present the
isosurfaces of the normalized 3D reconstructed data
in logarithmic scale generated using sliceomatic visu-
alization package for MATLAB and their arrangement
is similar to that in Fig. 5.

4.2. Measurements

In Fig. 10 the 3D images of the experimental acous-
tics data acquired from the custom design scattering

X [mm] X [mm] X [mm] X [mm] X [mm]Y [mm] Y [mm] Y [mm] Y [mm] Y [mm]

TX32/RX32 TX16/RX32 TX8/RX32 TX16/RX16 TX8/RX8

Z 
[m

m
]

Fig. 10. 3D images of the experimental data acquired from the custom design scattering phantom reconstructed using
the proposed SD-STA method for different TX/RX data acquisition schemes. The images are visualized using sliceomatic

visualization package for MATLAB in logarithmic scale. Isosurfaces corresponding to the −30 dB level are shown.

phantom (see Subsec. 3.2) are shown. The results were
obtained using the SD-STA method for different data
acquisition schemes. The images present the isosur-
faces of the normalized 3D reconstructed data in loga-
rithmic scale generated using sliceomatic visualization
package for Matlab. They are arranged in the same
order as in Fig. 5.

The B-mode images of the cross-sectional views
corresponding to the X = 0 and Y = 0 planes of the
experimental acoustics data acquired from the custom
design scattering phantom are presented in Figs. 11
and 12, respectively. All B-mode images were normal-
ized with respect to their maximum value in the corre-
sponding cross-sections and visualized in logarithmic
scale over 30 dB dynamic range.
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Fig. 11. B-mode images of the experimental acoustic data corresponding to the cross-
sectional views (plane X = 0) of the 3D reconstruction obtained using the FD-STA
method for different data acquisition schemes (see Fig. 10). The images are plotted in

logarithmic scale over 30 dB dynamic range.
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Fig. 12. B-mode images of the experimental acoustic data corresponding to the cross-
sectional view (plane Y = 0) of the 3D reconstruction obtained using the FD-STA
method for different data acquisition schemes (see Fig. 10). The images are plotted in

logarithmic scale over 30 dB dynamic range.

5. Discussion

The results presented in this work confirmed ef-
fectiveness of the SD-STA 3D imaging method. Dif-
ferent data acquisition schemes based on the non-
overlapping sub-apertures used in the TX/RX modes
were studied and compared. For this purpose the nu-
merical acoustic data simulated in Field II program
and experimental data collected with the Verason-
ics Vantage 256™ research ultrasound system from the
custom-design 3D scattering phantom were used. It
was evidenced in this research both by numerical simu-
lations and experimental data imaging that the trade-
off exists between the frame-rate defined primarily
by the number of acoustic data frames (volumes) ac-
quired, and the imaging quality, assessed by the con-
trast and the CNR. Specifically, the B-mode cross-
sectional views (see Fig. 5 in Subsec. 4.1) of the 3D
numerical acoustic data simulated in Field II pro-
gram for different data acquisition schemes and recon-
structed using the SD-STA method were analyzed and
compared. Only an insignificant change in the con-
trast and CNR for the depth below 40 mm was ob-
served, provided the full-size matrices of 32× 32 RF
echoes was used for the synthesis of partial LRIs as
evidenced further in this section. These cases were de-

noted as TX16/RX32, TX8/RX32, and TX32/RX32
in Figs. 7a and 8a, respectively. At the larger depths
a slight increase in the contrast and CNR was ob-
served for the TX16/RX32 and TX8/RX32 data ac-
quisition schemes in comparison to the TX32/RX32
one. Specifically, about 9 dB and 5 dB increase in the
contrast and 10 dB and 6 dB increase in the CNR was
obtained for the TX16/RX32 and TX8/RX32 cases
over the TX32/RX32 case, respectively. In the case
of the TX16/RX32 data acquisition scheme, the final
HRI was obtained by summing 4 LRIs which required
16 TX/RX events, while in the case of the TX8/RX32
one 16 LRIs and 64 TX/RX events were needed. Ob-
viously, the time needed to acquire the acoustic data
and synthesize the HRI determines the frame rate of
the imaging method which is one of the most important
parameters especially in the real-time 3D ultrasonogra-
phy. Therefore, to reduce the number of TX/RX events
required for the synthesis of the HRI the data acqui-
sition schemes TX16/RX16 and TX8/RX8 were im-
plemented and tested (see Subsec. 3.1). Specifically,
a single TX/RX event was needed to acquire the re-
duced matrices of 16× 16 and 8× 8 RF signals with
non-overlapping TX/RX sub-apertures comprised of
16× 16 and 8× 8 elements, respectively. These reduced
matrices were then used for the LRIs synthesis. The
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number of the LRIs needed to obtain the HRI did
not change, but the data acquisition time was short-
ened 4 times for the TX16/RX16 and 16 times for
the TX8/RX8 data acquisition schemes in comparison
to the TX16/RX32 and TX8/RX32 ones, respectively.
However, this increase in the data acquisition rate was
achieved by the cost of the synthesized image qual-
ity deterioration, as evidenced by examples shown in
Fig. 5, panels 4 and 5 denoted as the TX16/RX16 and
TX8/RX8, respectively. This degradation of the im-
age quality was quantified by the contrast and CNR,
shown in Figs. 7a and 8a. Specifically, the decrease in
the contrast was 3–5 dB at the depths below 40 mm up
to 14 dB at the maximum simulation depth of 50 mm
and the decrease in the CNR was 4–7 dB at the depths
below 40 mm up to 18 dB at the 50 mm depth for the
TX16/RX16 data acquisition scheme in comparison to
the TX16/RX32 one, respectively. The corresponding
values of the contrast and CNR decrease for the case of
the TX8/RX8 data acquisition scheme in comparison
to the TX8/RX32 one were 3–7 dB (contrast, Fig. 8a)
and 6–8 dB (CNR, Fig. 7a) at the depths below 40 mm
and up to 13 dB (contrast, Fig. 8a) and 14 dB (CNR,
Fig. 7a) at the depth of 50 mm, respectively.

Similar dependence of the image quality on the
number of TX/RX events based on the visual assess-
ment was also observed in the case of the experimental
data reconstruction. The corresponding examples are
shown in Figs. 11 and 12, where the B-mode cross-
sectional views in the planes X = 0 and Y = 0 of the
3D reconstructed data of the custom design scattering
phantom (see Fig. 10) are depicted.

Furthermore, the performance of the SD-STA
method was compared with the conventional TD-STA
ultrasound imaging method. The same TX/RX data
acquisition schemes were implemented and the image
quality was assessed for both methods using the con-
trast and CNR parameters. In the case of the TD-STA
method similar dependencies of the contrast and CNR
parameters versus depth for different TX/RX data ac-
quisition schemes were obtained as in the case of the
SD-STA method. For instance, for the TX16/RX16
data acquisition scheme the decrease in the contrast
was 2–8 dB at the depths below 40 mm up to 20 dB at
the maximum simulation depth of 50 mm in compari-
son to the TX16/RX32 one, respectively (see Fig. 8b).
The corresponding decrease in the CNR was 2–11 dB
at the depths below 40 mm up to 22 dB at the 50 mm
depth (see Fig. 7b). In the case of the TX8/RX8 data
acquisition scheme the observed decrease in the con-
trast and CNR in comparison to the TX8/RX32 one
were 1–5 dB (contrast, Fig. 8b) and 1–7 dB (CNR,
Fig. 7b) at the depths below 40 mm and up to 11 dB
(contrast, Fig. 9b) and 9 dB (CNR, Fig. 8b) at the
depth of 50 mm, respectively.

Although the qualitative dependencies of the con-
trast and CNR vs. depth for the SD-STA and TD-STA

methods were similar, the quantitative changes in the
values of corresponding parameters differed slightly
for the data acquisition schemes considered. For ex-
ample, comparison of the images reconstructed using
both methods from the full-size matrices of 32×32 RF
echoes confirmed that for the TX16/RX32 data acqui-
sition scheme the contrast decreased approximately by
7 dB (from −2 to −9 dB, Fig. 8a) in the case of the
SD-STA method and by approximately 4 dB (from −3
to −7 dB, Fig. 8b) in the case of the TD-STA method
in the considered range of depths. For the TX8/RX32
data acquisition scheme the corresponding decrease in
the contrast was approximately 11 dB (from −2 to
−13 dB, Fig. 8a) in the case of the SD-STA method
and approximately 5 dB (from −6 to −11 dB, Fig. 8b)
in the case of the TD-STA, respectively. Also, slightly
slower decrease of the CNR with growing depth was ob-
served for images reconstructed using the conventional
TD-STA as compared to the SD-STA. Specifically,
the CNR decreased approximately by 9 dB (from 5 to
−4 dB, Fig. 7a) in the case the SD-STA method and by
approximately 3 dB (from 2 to −1 dB, Fig. 7b) in the
case of the TD-STA method for the TX16/RX32 data
acquisition scheme in the considered range of depths.
The corresponding values for the TX8/RX32 data ac-
quisition scheme were approximately 13 dB (from 5 to
−8 dB, Fig. 7a) in the case of the SD-STA method and
approximately 8 dB (from 0 to −8 dB, Fig. 7b) in the
case of the TD-STA, respectively.

Comparing by visual assessment the B-mode cross-
sectional views (see Figs. 5 and 6 in Subsec. 4.1) of the
3D numerical acoustic data simulated in Field II one
can observe that the TD-STA method provided slightly
better depth of visualization than the proposed SD-
STA method especially for the cases of TX16/RX16
and TX8/RX8 data acquisition (see panels 4 and 5
in the Figs. 5 and 6). However, the SD-STA method
provided better image resolution which can be visually
assessed as image sharpness for the cysts over the entire
range of depths considered.

Moreover, the proposed method allowed the time
of the HRI synthesis to be reduced significantly due
to the properties of the FFT algorithm (Brigham,
1988) utilized in the SD data processing. Specifically,
the numerical complexity of the single LRI recon-
struction was as large as O (NxNyNt log(NxNyNt))
(Tasinkevych, 2017) for the case of the SD-STA
method, where Nx and Ny are the number of samples
in the synthesized image in the lateral plane and Nt –
is the number of time samples recorded in a single RF
acoustic echo. In the case of the conventional TD-STA
method the corresponding value was O (NxNyNzN

2),
where Nz is the number of samples in the synthesized
image in the axial direction, and N2 is the number
of RF signals used for the LRI synthesis. The corre-
sponding reduction of the LRI reconstruction time was
therefore (Tasinkevych, 2017):
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TSD−STA

TTD−STA
=
Nt log (NxNyNt)

NzN2
.

In the case of the TX16/RX32 data acquisition
scheme (N = 32) and for the reconstructed images of
64× 64× 512 (Nx ×Ny × Nz) samples where each RF
had 1122 time samples (Nt) the corresponding value
was: TSD−STA/TTD−STA ∼ 1/20. This yielded about 80
times faster synthesis of the final HRI image comprised
of 4 LRIs.

It is worth noting that to conduct a reliable com-
parative analysis of the results obtained using differ-
ent methods (SD-STA and TD-STA) no data process-
ing was applied to enhance the imaging quality, like
dynamic apodization (Guenther, Walker, 2007;
Mehdizadeh et al., 2012; Tasinkevych et al., 2013)
or the time gain compensation taking into account the
attenuation in the medium (Szabo, 2004), etc. This
resulted among others in the relatively weak overall
quality of the B-mode images obtained with the SD-
STA and TD-STA methods, especially for the cases of
TX16/RX16 and TX8/RX8 data acquisition schemes
corresponding to the LRIs synthesis from the reduced
matrices of RF echoes (see for instance Figs. 5 and 6
were the images obtained using the numerical data
simulated for the set of anechoic cysts are shown). This
examples clearly show the extent of final image quality
deterioration due to acceleration of the acoustic data
acquisition and processing. Therefore, further research
is necessary in order to improve the quality of 3D ul-
trasound imaging with the use of the reduced RF ma-
trices data acquisition schemes. Their development is
especially important for the low-cost portable devices
which should operate with a limited power consump-
tion and will be the subject for future research.

6. Conclusions

In this work the SD-STA 3D image reconstruc-
tion method based on the non-overlapping TX/RX
sub-aperture data acquisition combined with the spec-
trum domain data processing was proposed. For
transmission of the interrogation signal and detec-
tion of the back-scattered echoes the limited number
of signal channels (64 or 256) was used which de-
termined the number of active elements utilized in
the TX/RX events (8× 8 and 16× 16-element non-
overlapping TX/RX sub-apertures). Such a configura-
tion of the ultrasound data acquisition schemes is con-
sistent with the requirements of the low-cost portable
devices usually operating within low power consump-
tion limitation and using small number signal channels
for transferring the acoustic data from the probe to the
host.

The results obtained in this paper confirmed that
a trade-off between the TX/RX sub-aperture size
which determines the number of TX/RX events re-

quired for the synthesis of the final image and its qual-
ity exists. Specifically, in this research the optimal sub-
aperture size was 16× 16-element one which required
as much as 16 TX/RX events to reconstruct the HRI
consisted of 4 LRIs, provided the full-size matrices of
RF signals were used for their synthesis (TX16/RX32
data acquisition scheme). Applying the reduced RF
matrix approach (TX16/RX16 data acquisition) the
corresponding number of TX/RX events was reduced
four times. However in the latter case the image quality
deterioration was observed.

Moreover, the SD-STA method allowed a signifi-
cant increase in the image reconstruction rate com-
pared to the conventional TD-STA method. This ac-
celeration was obtained at the cost of a slight deteri-
oration in the image quality assessed by the contrast
and CNR parameters which usually can be considered
as tolerable in the case of the low-cost portable devices.

Further research will focus on improving the imag-
ing quality. For this purpose the SD-STA method will
be generalized for the case of overlapping sub-aper-
tures. This however will inevitably lead to the frame
rate decrease which is a crucial parameter in the real-
time 3D ultrasonography. Therefore, optimization of
the number and size of the TX/RX sub-apertures as
well as their stride will be necessary to achieve the
best possible quality maintaining the acceptable frame
rate at the same time. Another possible way to im-
prove the imaging quality is to generalize the SD-STA
method for the case of the coherent compounding of
ultrasound waves transmitted at different angles. In
this case the numerical complexity of the SD data pro-
cessing will increase significantly because one will have
to deal with 3D interpolation of the spatial-temporal
spectrum instead of the 1D interpolation which is re-
quired in the SD-STA method proposed in this paper.

References

1. Austeng A., Holm S. (2002), Sparse 2-D arrays for
3-D phased array imaging – design methods, IEEE
Transactions on Ultrasonics, Ferroelectrics, and Fre-
quency Control, 49(8): 1073–1086, doi: 10.1109/tuffc.
2002.1026019.

2. Brigham E.O. (1988), The Fast Fourier Transform
and Its Applications, Prentice Hall, New Jersey.

3. Busse L.J. (1992), Three-dimensional imaging us-
ing a frequency-domain synthetic aperture focusing
technique, IEEE Transactions on Ultrasonics, Ferro-
electrics, and Frequency Control, 39(2): 174–179, doi:
10.1109/58.139112.

4. Campbell S., Lees C., Moscoso G., Hall P. (2005),
Ultrasound antenatal diagnosis of cleft palate by a new
technique: the 3D reverse face view, Ultrasound in Ob-
stetrics and Gynecology, 25(1): 12–18, doi: 10.1002/
uog.1819.

https://doi.org/10.1109/tuffc.2002.1026019
https://doi.org/10.1109/tuffc.2002.1026019
https://doi.org/10.1109/58.139112
https://doi.org/10.1002/uog.1819
https://doi.org/10.1002/uog.1819


J. Tasinkiewicz – 3D Synthetic Aperture Imaging Method in Spectrum Domain. . . 571

5. Cheng J., Lu J. (2006), Extended high-frame rate
imaging method with limited-diffraction beams, IEEE
Transactions on Ultrasonics, Ferroelectrics, and Fre-
quency Control, 53(5): 880–899, doi: 10.1109/tuffc.
2006.1632680.

6. Fenster A., Downey D.B., Cardinal H.N. (2001),
Three-dimensional ultrasound imaging, Physics in
Medicine & Biology, 46(5): 67–99, doi: 10.1088/0031-
9155/46/5/201.

7. Gammelmark K.L., Jensen J.A. (2003), Multiele-
ment synthetic transmit aperture imaging using tem-
poral encoding, IEEE Transactions on Medical Imag-
ing, 22(4): 552–563, doi: 10.1109/TMI.2003.809088.

8. Guenther D.A., Walker W.F. (2007), Optimal
apodization design for medical ultrasound using con-
strained least squares part II simulation results, IEEE
Transactions on Ultrasonics, Ferroelectrics, and Fre-
quency Control, 54(2): 343–358, doi: 10.1109/TUFFC.
2007.248.

9. Hill C.R., Bamber J.C., ter Haar G.R. [Eds.]
(2004), Physical Principles of Medical Ultrasonics, 2nd
ed., John Wiley & Sons, Ltd., New York, doi: 10.1002/
0470093978.

10. Jensen J.A. (1996), Field: A program for simulat-
ing ultrasound systems, [in:] Medical & Biological En-
gineering & Computing, Proceedings of 10th Nordic-
Baltic Conference on Biomedical Imaging, 34(sup. 1):
351–353.

11. Jensen J.A. (2021), Users’ guide for the Field II pro-
gram, Release 3.30, April 5, 2021, https://field-ii.dk/
documents/users_guide.pdf (access: 5.04.2021).

12. Jensen J.A., Nikolov S.V., Gammelmark K.L.,
Pedersen M.H. (2006), Synthetic aperture ultra-
sound imaging, Ultrasonics, 44: e5–e15, doi: 10.1016/
j.ultras.2006.07.017.

13. Jensen J.A., Svendsen N.B. (1992), Calculation of
pressure fields from arbitrarily shaped, apodized, and
excited ultrasound transducers, IEEE Transactions
on Ultrasonics, Ferroelectrics, and Frequency Control,
39(2): 262–267, doi: 10.1109/58.139123.

14. Ji S., Roberts D.W., Hartov A., Paulsen K.D.
(2011), Real-time interpolation for true 3-dimensional
ultrasound image volumes, Journal of Ultrasound
in Medicine, 30(2): 243–252, doi: 10.7863/jum.2011.
30.2.243.

15. Karaman M., Wygant I.O., Oralkan Ö., Khuri-
Yakub B.T. (2009), Minimally redundant 2-D array
designs for 3-D medical ultrasound imaging, IEEE
Transactions on Medical Imaging, 28(7): 1051–1061,
doi: 10.1109/TMI.2008.2010936.

16. Kotsianos-Hermle D., Hiltawsky K.M., Wirth S.,
Fischer T., Friese K., Reiser M. (2009), Analysis
of 107 breast lesions with automated 3D ultrasound
and comparison with mammography and manual ultra-
sound, European Journal of Radiology, 71(1): 109–115,
doi: 10.1016/j.ejrad.2008.04.001.

17. Landry A., Spence J.D., Fenster A. (2005), Quan-
tification of carotid plaque volume measurements us-
ing 3D ultrasound imaging, Ultrasound in Medicine
& Biology, 31(6): 751–762, doi: 10.1016/j.ultrasmed
bio.2005.02.011.

18. Martínez-Graullera O., Martín C.J., Godoy G.,
Ullate L.G. (2010), 2D array design based on Fermat
spiral for ultrasound imaging, Ultrasonics, 50(2): 280–
289, doi: 10.1016/j.ultras.2009.09.010.

19. Mehdizadeh S., Austeng A., Johansen T.F., Holm S.
(2012), Minimum variance beamforming applied to
ultrasound imaging with a partially shaded aper-
ture, IEEE Transactions on Ultrasonics, Ferroelectrics,
and Frequency Control, 59(4): 683–693, doi: 10.1109/
TUFFC.2012.2246.

20. Montaldo G., Tanter M., Bercoff J., Benech N.,
Fink M. (2009), Coherent plane-wave compounding
for very high frame rate ultrasonography and transient
elastography, IEEE Transactions on Ultrasonics, Fer-
roelectrics, and Frequency Control, 56(3): 489–506, doi:
10.1109/TUFFC.2009.1067.

21. Nikolov S.I., Jensen J.A., Tomov B.G. (2008), Fast
parametric beamformer for synthetic aperture imaging,
IEEE Transactions on Ultrasonics, Ferroelectrics, and
Frequency Control, 55(8): 1755–1767, doi: 10.1109/
TUFFC.2008.860.

22. Padilla F. et al. (2013), Breast mass characterization
using 3-dimensional automated ultrasound as an ad-
junct to digital breast tomosynthesis: a pilot study,
Journal of Ultrasound in Medicine, 32(1): 93–104, doi:
10.7863/jum.2013.32.1.93.

23. Ramalli A., Boni E., Roux E., Liebgott H., Tor-
toli P. (2022), Design, implementation, and med-
ical applications of 2-D ultrasound sparse arrays,
IEEE Transactions on Ultrasonics, Ferroelectrics, and
Frequency Control, 69(10): 2739–2755, doi: 10.1109/
TUFFC.2022.3162419.

24. Savord B., Solomon R. (2003), Fully sampled ma-
trix transducer for real time 3D ultrasonic imaging,
[in:] IEEE Symposium on Ultrasonics, pp. 945–953, doi:
10.1109/ULTSYM.2003.1293556.

25. Skjelvareid M.H. (2012), Synthetic aperture ultra-
sound imaging with application to interior pipe inspec-
tion, Ph.D. Thesis, pp. 76–77, University of Tromso,
Norway.

26. Skjelvareid M.H., Olofsson T., Birkelund Y., Lar-
sen Y. (2011), Synthetic aperture focusing of ultra-
sonic data from multilayered media using an omega-K
algorithm, IEEE Transactions on Ultrasonics, Ferro-
electrics, and Frequency Control, 58(5): 1037–1048,
doi: 10.1109/TUFFC.2011.1904.

27. Szabo T.L. (2004), Imaging systems and application,
[in:] Biomedical Engineering, Diagnostic Ultrasound
Imaging, pp. 297–336, Academic Press, doi: 10.1016/
B978-012680145-3/50011-6.

28. Tasinkevych Y. (2017), 3D ultrasonography in real
time: Image reconstruction methods, [in:] Advances in

https://doi.org/10.1109/tuffc.2006.1632680
https://doi.org/10.1109/tuffc.2006.1632680
https://doi.org/10.1088/0031-9155/46/5/201
https://doi.org/10.1088/0031-9155/46/5/201
https://doi.org/10.1109/TMI.2003.809088
https://doi.org/10.1109/TUFFC.2007.248
https://doi.org/10.1109/TUFFC.2007.248
https://doi.org/10.1002/0470093978
https://doi.org/10.1002/0470093978
https://field-ii.dk/documents/users_guide.pdf
https://field-ii.dk/documents/users_guide.pdf
https://doi.org/10.1016/j.ultras.2006.07.017
https://doi.org/10.1016/j.ultras.2006.07.017
https://doi.org/10.1109/58.139123
https://doi.org/10.7863/jum.2011.30.2.243
https://doi.org/10.7863/jum.2011.30.2.243
https://doi.org/10.1109/TMI.2008.2010936
https://doi.org/10.1016/j.ejrad.2008.04.001
https://doi.org/10.1016/j.ultrasmedbio.2005.02.011
https://doi.org/10.1016/j.ultrasmedbio.2005.02.011
https://doi.org/10.1016/j.ultras.2009.09.010
https://doi.org/10.1109/TUFFC.2012.2246
https://doi.org/10.1109/TUFFC.2012.2246
https://doi.org/10.1109/TUFFC.2009.1067
https://doi.org/10.1109/TUFFC.2008.860
https://doi.org/10.1109/TUFFC.2008.860
https://doi.org/10.7863/jum.2013.32.1.93
https://doi.org/10.1109/TUFFC.2022.3162419
https://doi.org/10.1109/TUFFC.2022.3162419
https://doi.org/10.1109/ULTSYM.2003.1293556
https://doi.org/10.1109/TUFFC.2011.1904
https://doi.org/10.1016/B978-012680145-3/50011-6
https://doi.org/10.1016/B978-012680145-3/50011-6


572 Archives of Acoustics – Volume 48, Number 4, 2023

Medicine and Biology, pp. 87–122, Nova Science Pub-
lishers, Inc., New York.

29. Tasinkevych Y., Klimonda Z., Lewandowski M.,
Nowicki A., Lewin P.A. (2013), Modified multi-
element synthetic transmit aperture method for ultra-
sound imaging: A tissue phantom study, Ultrasonics,
53(2): 570–579, doi: 10.1016/j.ultras.2012.10.001.

30. Tasinkevych Y., Trots I., Nowicki A., Lewan-
dowski M. (2012), Optimization of the Multi-element
Synthetic Transmit Aperture Method for Medical Ul-
trasound Imaging Applications, Archives of Acoustics,
37(1): 47–55, doi: 10.2478/v10168-012-0007-6.

31. Thomenius K.E. (1996), Evolution of ultrasound
beamformers, [in:] Proceeding of IEEE Ultrasonics
Symposium, pp. 1615–1622, doi: 10.1109/ULTSYM.
1996.584398.

32. Trots I., Nowicki A., Lewandowski M. (2009),
Synthetic transmit aperture in ultrasound imaging,
Archives of Acoustics, 34(4): 685–695.

33. Ullate L.G., Godoy G., Martinez O., Sanchez T.
(2006), Beam steering with segmented annular arrays,
IEEE Transactions on Ultrasonics, Ferroelectrics, and
Frequency Control, 53(10): 1944–1954, doi: 10.1109/
TUFFC.2006.127.

34. Wang Y., Stephens D.N., O’Donnell M. (2002),
Optimizing the beam pattern of a forward-viewing
ring-annular ultrasound array for intravascular imag-
ing, IEEE Transactions on Ultrasonics, Ferroelectrics,
and Frequency Control, 49(12): 1652–1664, doi: 10.1109/
TUFFC.2002.1159845.

35. Yang M., Sampson R., Wenisch T.F., Chakra-
barti C. (2013), Separable beamforming for 3-D
synthetic aperture ultrasound imaging, [in:] Proceed-
ings of SiPS 2013, pp. 207–212, doi: 10.1109/SiPS.
2013.6674506.

36. Yoon H., Song T.K. (2019), Sparse rectangular and
spiral array designs for 3D medical ultrasound imaging,
Sensors (Basel), 20(1): 173, doi: 10.3390/s20010173.

https://doi.org/10.1016/j.ultras.2012.10.001
https://doi.org/10.2478/v10168-012-0007-6
https://doi.org/10.1109/ULTSYM.1996.584398
https://doi.org/10.1109/ULTSYM.1996.584398
https://doi.org/10.1109/TUFFC.2006.127
https://doi.org/10.1109/TUFFC.2006.127
https://doi.org/10.1109/TUFFC.2002.1159845
https://doi.org/10.1109/TUFFC.2002.1159845
https://doi.org/10.1109/SiPS.2013.6674506
https://doi.org/10.1109/SiPS.2013.6674506
https://doi.org/10.3390/s20010173

