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Abstract—Faster R-CNN is an algorithm development that 

continuously starts from CNN then R-CNN and Faster R-CNN. 

The development of the algorithm is needed to test whether the 

heuristic algorithm has optimal provisions. Broadly speaking, 

faster R-CNN is included in algorithms that are able to solve neural 

network and machine learning problems to detect a moving object. 

One of the moving objects in the current phenomenon is the use of 

masks. Where various countries in the world have issued endemic 

orations after the Covid 19 pandemic occurred. Detection tool has 

been prepared that has been tested at the mandatory mask door, 

namely for mask users. In this paper, the role of the Faster R-CNN 

algorithm has been carried out to detect masks poured on Internet 

of Thinks (IoT) devices to automatically open doors for standard 

mask users. From the results received that testing on the detection 

of moving mask objects when used reaches 100% optimal at a 

distance of 0.5 to 1 meter and 95% at a distance of 1.5 to 2 meters 

so that the process of sending detection signals to IoT devices can 

be carried out at a distance of 1 meter at the position mask users to 

automatic doors. 
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I. INTRODUCTION 

ASK detection is a fundamental and important 

problem in computer vision today due to the Covid-

19 virus pandemic where mask detection is an 

important step in suppressing the spread of the Covid-19 virus 

[1]. The purpose of mask detection is to determine the existence 

of the mask position in the video and if the mask is found, the 

mask position is marked with a bounding box [2]. There are 

many factors that affect mask detection, namely video quality, 

the position of the mask user on various face scales and 

occlusions[3]. Faster R-CNN is a new region-based object 

detection algorithm which shows excellent results on a wide 

range of object detection[4]. Currently the use of masks in 

public places is increasing. The use of masks is believed by 

experts to prevent the spread of Covid. 

Regulations on the use of masks were enforced by the 

government in line with the Covid-19 virus that hit Indonesia 

[5]. Masks are a mandatory item during the adaptation period to 

new habits due to the virus pandemic [6]. Disciplined use of 
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masks is believed to be able to reduce the level of spread of the 

Covid-19 virus [7]. During a pandemic, many types of masks 

are sold freely on the market, ranging from masks that have 

standards or do not have standards, making it difficult for the 

government to reduce the spread of Covid-19 [8]. Therefore the 

need for a prototype in detecting masks that have standards or 

non-standards with the intention of minimizing the transmission 

of Covid-19 and supporting the implementation of a new normal 

life which is said to be Endemic will run while reminding the 

importance of using masks [9]. 

In doing the identification of the mask used, of course, it 

involves several techniques such as image processing in a 

Neural Network. Image processing is a technique for analyzing 

data in the form of images that can be processed according to 

needs and provide accurate information for humans to receive 

[10][11][12]. Where the image processing process forms the 

function and intensity of light with representation in 2 

dimensions and 3 dimensions [13]. From various images have 

the characteristics of information that is extracted into 

knowledge [14]. Image classification is really needed in terms 

of classifying, this classification aims to recognize and 

understand its use in computers quickly, this is included in the 

field of Neural Networks [15][16]. Methods in image processing 

certainly explain from an image with the application of 

computer vision which can be utilized in various fields such as 

what is trending in agriculture with smart farming, health with 

digital health, manufacturing with e-industry in order to extract 

information into knowledge in the field of computing [17]. 

The application of detection has been carried out in many 

studies such as those carried out by References [18] conducted 

research by modifying the Faster R-CNN for detection of PPI 

radars and obtained research results that the modified Faster R-

CNN is capable of detecting PPI radars on the seabed compared 

to unmodified Faster R-CNN. On reference [19] classifying an 

object with Faster R-CNN also on the GPR system which has 

the best from before that in classifying R-CNN it is more 

accurate than Faster RCNN on the GPR system as an object 

classification technique. On reference [20] A detection 

technique has been carried out on book objects with a faster R-
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CNN which achieves accurate and fast results in object 

detection. 

The prototype built in this paper will use the Faster Regional 

Convolutional Neural Network (Faster R-CNN) algorithm. 

Where Faster R-CNN which is a method of object detection that 

is able to detect an object captured by the camera [21][22][23]. 

prototype work begins with the detection process on mask 

detection or not using and whether the mask is used is standard 

or not so as to support prototype data stored in the cloud network 

[24]. After the prototype was developed in this paper, the 

application that was carried out was to provide a detection signal 

to IoT devices in carrying out automatic door opening for 

standard mask and mask users.  

II. MATERIAL AND METHOD 

A. Dataset 

This paper will use the Faster R-CNN method as a role in 

detecting standard and non-standard masters. Before entering 

deep learning on Faster RCNN, we first collect data sets so that 

they can be tested on IoT devices for mandatory masks. As a 

method for detecting standard and non-standard masks, the first 

thing to do is to take a dataset that begins with camera 

preparations from a mobile device. To start with the face facing 

the camera using a standard mask and a non-standard mask then 

the system will later detect whether the mask is standard or not 

with a distance of 0.5 metre, 1 metre, 1.5 metre and 2 metre. The 

dataset in this study amounted to 100 people with. The shooting 

is summarized in Figure 1 below. 

 

   

Fig. 1. Summary of the mask user dataset 

 

From Figure 1, it can be seen that taking pictures of 

mask users will then be taught in the Faster R-CNN method. 

B. General and Focus Research 

In the process of carrying out the research, of course, it is 

described in a flow map so that it is easy to understand both the 

process and the results to be aimed at and can be seen in Fig. 2. 

 

 

Fig. 2. Research Flow Map 

 

From Figure 2 it can be seen that the core process consists of 

3 parts, namely input which is part of the data for mask users 

and not wearing masks, then Faster RCNN to detect masks used 

standard or nonstandard and finally IoT devices to be used at 

mandatory mask doors. The prototype built in this study will use 

the Faster R-CNN algorithm. Where Faster R-CNN which is a 

method of object detection that is able to detect an object 

captured by the camera [21][22][23]. The workings of the 

prototype start with the process of detecting whether the object 

is wearing a mask or not, then if it is wearing a mask, whether 

it is using a standard mask or not, then the data is sent to the 

cloud to be sent to the IoT device [24]. So, the door is only open 

for those who wear masks and use standard masks. However, in 

optimizing the Faster RCNN method for detecting masks, of 

course a general architecture is designed so that the method in 

computing does not widen and expand as unwanted. The general 

architecture in the faster RCCN method is shown in Figure 3 as 

follows: 

 

 

Fig. 3. General Architecture Faster RCNN 

 

In Figure 3 it can be seen that the detection by optimizing the 

faster RCNN method is carried out based on the following steps: 

1. Take a face with a mask 

2. Perform image extraction with: 

a. Doing data processing, namely resizing the image 

to a size of 300 pixels x 300 pixels. 

b. Categorizing the data, namely dividing it into 

training data and test data. The data sample divides 

the training test data and test data with a statistical 

approach, namely the slovin approach which is 

calculated based on equation (1). 

𝑛 =  
𝑁

1+𝑁𝑒2           (1) 

Where: 

n is the number of datasets to be searched for 

N is dataset size 

e is margin of error value of the dataset size 

3. Perform mask detection with Faster RCNN on training 

data 

a. Input neuron 

b. Doing a convolution layer by combining two 

number series to produce a third number series 
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c. Measuring the activation function with ReLu 

𝑓(𝑥) = max(𝑥, 0). 

4. Perform mask detection with faster RCNN on testing 

data 

a. Input neuron 

b. Doing a convolution layer by combining two 

number series to produce a third number series 

c. Measuring the activation function with ReLu 

𝑓(𝑥) = max(𝑥, 0). 

5. After getting detection on standard masks and non-

standard masks, the results are sent to the IoT device 

for the door status to open automatically or not to open. 

III. RESULT AND DISCUSSION 

A. The Role of Faster R-CNN Role for Mask Detection 

Around 2010 detection of deep learning models was 

indispensable at the mundane level[25]. It is better as a feature 

as deep convolutional which is an artificial conditional network 

that is best at learning strong and high-level features. This form 

of object recognition is better known as the CNN region 

(RCNN). [26]. The era of deep learning introduced two types of 

two-stage detection and single-stage detection models. 

However, in Faster R-CNN the data mining process is carried 

out completely based on the features of objects in the 

convolutional network and enters the deepest layer and is 

interconnected in the learning process. The Faster RCNN model 

can be seen in Figure 4. 

 

 

Fig. 4. Faster RCNN Model 

 

Figure 4 shows a more complete faster R-CNN model by 

applying deep learning as a result of the development of R-CNN 

capable of producing accuracy in real time. Where, the previous 

process implemented a search algorithm by utilizing ROI. 

Meanwhile, in the faster R-CNN search algorithm process is 

eliminated and the artificial neural network process is applied to 

features to detect an object. Meanwhile, in detecting objects in 

this paper, an RPN process is developed for optimal results as 

depicted in Figure 5. 

 

 

Fig. 5. Faster RCNN for object detection 

 

In Figure 5 it can be seen that there is a development model 

for detecting an object, namely a moving image to detect 

standard mask users. The addition of this feature speeds up  

 

transmission into the neural network at the CNN layer. To 

implement the Faster R-CNN technique with the data set that 

has been obtained, it can then be calculated using the formula in 

equation (2) as follows [27]:  

 

 

𝐿(𝑃𝑖) =
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑃𝑖

∗)       (2) 

  

Where 𝑝𝑖  is a probability prediction 𝑃𝑖
∗ is the anchor value 

and 𝐿𝑐𝑙𝑠= is the anchor number of several stages. The results of 

the calculations obtained from the training results are depicted 

on a chart shown in Figure 6 below. 

 

 

Fig. 6. Training Process 

 

From Figure 6. The result of doing the data set in the training 

process is a model consisting of 3 stages, namely the 

Convolutional layer, Pooling layer, and fully connected layer. 

The results of the data set using the faster R-CNN are the 

formation of a model and data record that is ready for further 

detection. In the data training process, loss is interpreted as a 

penalty for the system in predicting wrong results. Where loss 

is said to be a number that can show an indication of how bad 

the predictions of the sample data set model are being tested. If 

the data set being tested is good, then the loss will be zero. If the 

opposite happens, the amount of loss you get will definitely be 

more. The purpose of training a model is to find the load and 

data bias that has a low loss on average as much as the amount 

of data in the dataset. 

The test was carried out to determine the performance of the 

Faster R-CNN algorithm by looking for accuracy, precision and 

recall using the K-Fold Cross Validation method. In this test the 

dataset is divided into 100 dataset images which are divided into 

train data and test data randomly. The train data for each is 50 

images, while the test data is 50 images. At each fold, five trials 

were carried out and the accuracy was calculated. in Table 1 

with the K-Fold Cross Validation the results obtained from the 

test display the accuracy, precision, and recall that has been 

calculated for each fold by calculating using the Confussion 

Matrix. The confusion matrix is a method used to calculate 

accuracy values in data mining concepts where the results are 

shown in table I. 
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TABLE I 

 TESTING THE RESULTS  

Fold Accuracy % Precision % Recall % 

1 80% 80% 80% 

2 75% 75% 75% 

3 95% 95% 95% 

4 79% 79% 79% 

5 90% 90% 90% 

Accuracy is defined as the amount of data that is predicted 

correctly, from the entire dataset. The accuracy calculation is 

the number of true positives and true negatives of the expression 

given by the formula divided by the total number of true 

positives, true negatives, false positives, and false negatives 

based on equation (3) below. 
 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝐹+𝐹𝑁
              (3) 

  

Precision comes from the fraction of relevant data for all test 

data that is true. A perfect classifier has a precision of 1, or 

100%. Precision is calculated as the number of true positives 

divided by the sum of true positives and false positives, as 

shown in the formula based on Equation (4) below. 
 

𝑃𝑟𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝑇𝐹
                 (4) 

 

Recall, sometimes called sensitivity, is part of the relevant 

data and has the true value of all relevant data. A perfect 

classifier has a recall of 1 or 100%. Recall is determined by 

dividing the number of true-positive data by the sum of true-

positive and false-negative data, as in Equation (5) below. 
 

𝑅𝑒𝑐𝑐 =
𝑇𝑃

𝑇𝑃+𝑇𝑁
     

  (5) 

B. Mask Distance Accuracy Testing 

After successfully detecting the accuracy in reading the mask, 

then determine the accuracy of the dataset that has been tested. 

Testing is carried out on the system by preparing the data set 

first. The dataset that has recorded 100 shots using both standard 

masks and non-standard masks with a distance of 0.5 meters, 1 

meter, 1.5 meters and 2 meters and the measurement results are 

shown in table II as follows.  
TABLE II 

 STANDARD MASK DISTANCE ACCURACY TEST 

Testing Distance Accuracy Giving Signals 

0.5 Metre 100 % Open 

1 Metre 100% Open 

1.5 Metre 95% Open 

2 Metre 90% Open 

 

After that, testing the standard mask distance accuracy table 

using a dataset that has been recorded 100 shots using both 

standard masks and non-standard masks with a distance of 0.5 

meters, 1 meter, 1.5 meters and 2 meters and the calculation 

results are shown in table III. 

From table II and table III, the dataset results were 

successfully tested and the system did not detect non-standard 

masks. Furthermore, testing the data set time aims to determine 

the time needed to detect standard and non-standard types of 

masks in taking action. The calculation results from the dataset 

that has been recorded are shown in table IV as follows: 

 

TABLE III 

NON-STANDARD MASK DISTANCE ACCURACY TEST 

Testing Distance Accuracy Giving Signals 

0.5 Metre 100 % Not Open 

1 Metre 100% Not Open 

1.5 Metre 95% Not Open 

2 Metre 90% Not Open 

 

TABLE IV 

MASK TIME ACCURACY TEST  

Brand Accuracy Detection 

No Brand 20 Second Not Detected 

Duckbil 20 Second Detected 

KN - 45 20 Second Detected 

Surgical Mask 2 ply 30 Second Detected 

Bedah 3 ply 30 Second Detected 

 

From table IV it can be seen that various brands of masks 

have been observed that Duckbil, KN-45, Surgical Mask 2 ply, 

and Surgical 3 ply masks are included in the standard masks. 

Meanwhile, cloth masks, which are mostly produced by human 

hands, are not included in standard masks. It can also be seen 

from the results of the accuracy when detecting masks on 

standard masks with Duckbil and KN-45 masks, the fastest time 

is 20 seconds for mask detection, while cloth masks, which are 

masters, do not get 20 seconds for detection. The application of 

the Faster RCNN method applied to mobile devices can be seen 

in the summary of Figure 7 as follows: 

 

   

   

Fig. 7. Role of Faster RCNN on Mask Detection 

 

From Figure 7, the results of detection are summarized using 

a faster RCNN where the initial detection is if you don't wear a 

mask and a non-standard mask will not be detected. Whereas a 

standard mask will gain accuracy and give a signal to IoT 

devices to give orders to open or not open the door 

automatically. 

C. Signal Sending Process to IoT Devices 

With the optimization of the Faster RCNN method for 

detecting standard masks, the next stage is sending signals to 

IoT devices. The test was carried out by making a miniature or 

simulating an artificial door with a small size as shown in Figure 

8 below. 
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Fig. 8. Door Automation Simulation Process from an IoT device 

 

From Figure 8 it can be seen that the simulation process 

on IoT devices when the standard mask detection process is read 

by a mobile device then a signal is given to the IoT device. After 

succeeding in the automatic miniature door simulation, it is then 

carried out on the mandatory mask door to detect standard 

masks and non-standard masks, as shown in Figure 9 below. 

 

  
                   (a) (b) 

Fig. 9. Mask Detection on IoT Devices 

(a). From Rear View and (b). from Mobile devices 

 

From figure 9a. and 9b. it can be seen that the IoT device is 

placed at the door, but on detection using a mobile device so that 

it is easy to send a signal from the detection of standard masks 

and non-standard masks that the results of detection of standard 

masks have been successfully detected with 100% accuracy. So 

that when it is successfully detected, the mobile device will give 

signals and commands to the Rasberry Pi device to open the 

door automatically. If it is detected not using a mask and 

wearing a non-standard mask, the system will not be detected 

and will not open the door automatically. 

IV. CONCLUSION 

From the test results that have been outlined in this paper, it 

can be seen that all processes, both in detecting mask users and 

not wearing masks, are running well. In addition, the detection 

of standard masks and non-standard masks also works well. 

Where the detection model used uses the role of the faster R-

CNN which is then poured into the IoT device for application to 

automatic doors. From the overall observation results in testing 

the detection of a mask object that moves when used it reaches 

100% optimally at a distance of 0.5 to 1 meter and 95% at a 

distance of 1.5 to 2 meters so that the process of sending a 

detection signal to an IoT device can be carried out at a distance 

of 1 meter at the position mask users to automatic doors. 
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