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Abstract—The unpredictable and huge data generation 

nowadays by smart devices from IoT and mobile Crowd Sensing 

applications like (Sensors, smartphones, Wi-Fi routers) need 

processing power and storage. Cloud provides these capabilities to 

serve organizations and customers, but when using cloud appear 

some limitations, the most important of these limitations are 

Resource Allocation and Task Scheduling. The resource allocation 

process is a mechanism that ensures allocation virtual machine 

when there are multiple applications that require various 

resources such as CPU and I/O memory. Whereas scheduling is the 

process of determining the sequence in which these tasks come and 

depart the resources in order to maximize efficiency. In this paper 

we tried to highlight the most relevant difficulties that cloud 

computing is now facing. We presented a comprehensive review of 

resource allocation and scheduling techniques to overcome these 

limitations. Finally, the previous techniques and strategies for 

allocation and scheduling have been compared in a table with their 

drawbacks. 

 
Keywords—IoT; Fog; Cloud; Resource Allocation; Task  

Scheduling 

I. INTRODUCTION 

HE term "Cloud Computing" indicate to the transfer of 

storage and processing of PCs and other intelligent devices 

to what is called Cloud. A Cloud server is accessed through the 

internet to take advantage of the services provided by these 

servers. Cloud Computing enables users to have data storage 

outside their personal computer, storing other files and any data 

on Cloud Computing servers where the users can access to 

servers from anywhere in the world when connected to the 

internet. Recently, global investments in the field of cloud and 

cloud storage have increased, this in turn greatly supports the 

idea of the IoT, connecting all of the world's devices to the 

Internet and accessing their data in the cloud. In the future, 

researchers want to build smart cities that are connected to the 

Internet and have data stored in the cloud that can be managed 

digitally. This technology will be employed in factories, 

hospitals, power plants, trains, and planes, as well as household 

products like lighting and televisions, air conditioners, and 

others [1]. 

Cloud Computing provides information systems 

infrastructure based on virtualization and provides paid services 

as per usage. Whereas, the cloud is a distributed system that 

consists of a large group of computers connected to each other 

and that appears to the user due to the virtual techniques applied 

in the computing environment Cloud is a unified and huge group 

of computing resources that aims to share data and computing 
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resources for all users over the Internet. Cloud computing 

provides application sharing services to users over the Internet, 

as well as various computing services for them, while it allows 

to its users to reserve the resources they need to carry out some 

tasks for the period they want, through the Pay as you use or Pay 

as you go system.  

The dynamic allocation of resources and the allocation of 

resources to applications in this way the time required to carry 

out tasks is reduced and the consumption of energy consumed, 

so that the quality of services is preserved and thus the 

implementation of the terms of the contract between the 

customer and the server Service Level Agreements (SLA). In 

the process of resource allocation, we are faced with a large 

number of tasks and resources that need to be allocated and 

therefore there must be a smart strategy that works to make a 

quick decision in the scheduling process without scanning the 

entire solution space because in case of scanning all the solution 

space, an excellent scheduling will be obtained, but the 

acquisition time on this scheduling would be very bad. With the 

increase in users of Cloud Computing services, the tasks 

required to be scheduled by the cloud are steadily increasing, 

but the main problem arises is how these servers will provide 

and allocate the necessary resources for each user and how will 

the users' work be scheduled. Therefore, there is an increasing 

need to find the best scheduling algorithm in the Cloud system, 

these algorithms must optimally schedule tasks within the 

constraints imposed in different environments [2]. The resource 

allocation process is a mechanism that ensures virtual machine 

allocation when there are multiple applications that require 

various resources such as CPU and I/O memory. There are two 

technological constraints in cloud: First, machinery capacity is 

physically limited; Second, task execution priorities must be 

aligned with maximizing resource efficiency. In the end, the 

waiting and completion time should be reduced to lower the cost 

of implementing the system. Traditional ways of improving a 

solution are time-consuming and, in some situations, 

unattainable. Inaccurate for addressing optimization issues and 

often trapped in the local optimum level [3]. The task scheduling 

problem was solved through the use of reinforcement learning 

by considering the task order, heterogeneity nodes, and grid 

disposition. This provides effectiveness with better 

implementation time [4]. M. Shojafar et al. Proposed a new 

technique, where they used a Genetic Algorithm (GA) with 

fuzzy model They represented tasks as chromosomes and genes 

and utilized fuzzy logic to get the suitable task. [5]. 
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II. IOT, FOG AND CLOUD 

This section will present the theoretical background of IoT 

architecture, Mobile Crowdsensing (MCS), Fog and Cloud 

Computing. 

 

A.  IoT 

Every day, the number of smart devices linked to the Internet 

grows. The purpose of expanding the number of smart devices 

is to provide consumers with more convenience. According to 

[6], there are around 42 billion devices linked to the Internet in 

2019 and 50 billion by 2020. From 2012 to 2020, the number of 

IoT devices linked to the Internet is shown in Figure 1. 

 

 

 

 

 

 

 

 

 
Fig. 1. The Number of Internet-Linked IoT Devices [6]. 

The basic architecture of IoT in its beginning consists of three 

layers: 

Things layer, gateway, and application layer, horizontally 

from the bottom to the top [7-9]. 

Later, middleware and business layers were added as two 

additional layers for the three basic layers [10-12]. Figure 2 

displays three and five layers. 

IoT is a combination of smart-devices which communicate with 

each other’s without direct human intervention. The devices 

communicate with each other and connect through a gateway 

which may be a router, switch, smartphone, etc. to connect to a 

server on the other side by using different communication 

technologies such as Bluetooth, ZigBee, Wi-Fi and Z-Wave 

which are used to save energy and cost. Non-physical protocols, 

on the other hand, are used to interface with the communication 

technologies indicated above for the same goal, such as MQTT, 

CoAP, etc. 

Fig. 2. IoT Layers (a- Three Layers b- Five Layers) 

 

The IoT Architecture and layers are shown in Figure 3. 

 

Fig. 3. Layers in IoT System. 

B. Mobile Crowdsensing Overview 

In this day, everyone begins to use technology and modern 

devices to make their new life easier and more comfortable. The 

market for mobile devices such as smartphones and other 

mobile devices has been spreading rapidly over the last few 

years, where these devices are characterized by their computing 

capabilities and their capabilities in communication, in addition 

to having embedded sensors such as compass, microphone, 

GPS, camera and accelerometer. MCS requires a large number 

of participants to perform sensing process through sensors in 

their phones where they can share information related to the 

location, share pictures, sound, environmental monitoring as 

well as health care and monitoring of traffic [13]. The process 

of sensing done by using wireless- technologies like Bluetooth, 

3G-4G, LTE, and Wi-Fi to connect smart devices with each 

other and connect them to the Internet [14]. 

 

• MCS Stages and Resources Needed    

This subsection discusses the life cycle of MCS (data sensing, 

computing, and data uploading) [15, 16] as in Figure 4. 

. 
Sensing or Data 

Collection 

Computing and 

Storage Data 
Data Uploading 

Fig. 4. Primary Phases in MCS Life Cycle 

1) Data Sensing 

The first stage in MCS is (Sensing): It means the process of 

obtaining data from the environment through the sensors of 

smartphone; all these sensors collect data from the environment 

such as humidity, temperature, location and pictures where the 

wireless low-power communication technologies are used to 

connect devices to gateway (eg. Bluetooth and Wi-Fi) [16]. 

2) Computing and Data Storage 

The sensors are collecting data continuously. This leads to the 

large size of raw data that needs processing and storage. Some 

sensor data are small in size (e.g. numeric values and locations) 

that need to use normal databases and some are very large (e.g. 

picture and audios) that need to use storage system such as 

Amazon S3. There are devices with limited resources in the 
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computing, data storage or processing, where can be collecting 

data on the sensor itself before sending it to the server or send 

data in real time to the server. Sensors generate a big amount of 

data due to consuming resource of sensor such as bandwidth 

when transfer data and memory when data stored in local 

memory which waits transmission for another user [15]. 

3) Data Uploading 

There are many sensors deployed in smart homes or smart cities 

such as health care, temperature, light, locks, etc., all these 

devices generate different data and need to store them to be 

processed and analyzed well. After data collection by the 

sensors, the last step is to upload data to the fog or cloud 

computing by using a suitable communication technique such 

as Wi-Fi or 3G connection [16]. Figure 5 illustrates the MCS 

paradigm. 

 

Fig. 5. MCS Paradigm 

C. Cloud Computing  

Cloud Computing has been clearly used after the appearance of 

Internet of Things, where there are a lot of widespread devices 

which generate a huge amount of data and that need processing, 

analysis and conservation as used in most applications of smart 

cities and smart homes applications. The data transfer to the 

Cloud has many negative aspects and challenges due to the 

limited bandwidth, direct dependence on the Internet, security 

threats, power consumption and delay, as some applications 

need fast response by Cloud as in health applications, smart 

grids, etc., the Fog computing is an appropriate solution to 

overcome most Cloud problems, where data can be processed 

near data sources [17, 18]. 

Cloud computing is classified into two types: The first type is 

depending on the location; The second type is depending on the 

type of service provided by the Cloud to users [1]. 

1) Cloud-Based on Location 

a) Public Cloud: The whole infrastructure is located in the 

building for Cloud computing company that offer Cloud 

services for those who want to benefit from their services. In 

this type applications of users can be shared on Cloud 

servers. 

b) Private Cloud: Create private Cloud Computing for 

exclusive use by a single person or company, where in this 

type there is full control over the data by the person or 

company in addition to being more secure. 

c) Hybrid Cloud: In this type it is possible to use the public 

Cloud to host secondary data, but important data can be 

hosted on the private Cloud. 

2) Cloud-Based on Service 

a) Infrastructure as a service (IaaS): This type is the main 

category of the services of Cloud computing that allows 

renting servers for a fee. This includes virtual machines 

with high processing and storage instead of buying servers 

and software, customers buy these resources as their own. 

b) Platform as a service (PaaS): PaaS is comparable to IaaS, 

but it encompasses a wider range of operating systems and 

services for a particular application. PaaS is a collection of 

software, consisting mainly of libraries, software and tools 

needed by developers to be used in the design or creation 

of web applications and mobile without concern about the 

storage and databases. 

c) Software as a service (SaaS): It is a layer of Cloud layers 

that is more interested with end-user applications such as e-

mail and business management systems. 

       Figure 6 shows the architecture of the three layers. 

 

 

 

 

 

 

 

 

 
 
 

 

 
 

Fig. 6. The Three Layers Architecture 

 

III. RESOURCES MANAGEMENT IN IOT, FOG AND CLOUD 

This section will present the details of resources management 

in IoT, Fog and Cloud. 

 

A. Resources Management in IoT 

IoT systems are complicated environments because that include 

numerous heterogeneous components. In an IoT ecosystem, the 

large volume of data created by real-world sensor-equipped 

items will impose a great demand on processing and storage 

resources in order to turn it into meaningful information or 

services. Some applications will be latency-sensitive, while 

others will need complicated processing, such as historical data 

and time series analysis. so, the resources limitation of IoT 

nodes, it is difficult to imaging a large-real-world IoT system 

without using a cloud platform, or some strong hardware like, 

Smart Gateways or edge, fog nodes. The resource definition in 

this complicated IoT edge cloud scenario might range from 

physical resources like memory (storage), network bandwidth, 

CPU, energy, and so on to software resources. The resource 

management process is officially defined using a model based 

on the definition of the resource itself. As a result, we will 

choose a wide, generic, and complete definition of a resource, 

similar to how we approach the resource management process: 

a resource is every object that may be assigned inside a system 

[20]. Figure 7 shows the resources in an IoT ecosystem. 

Servers, storage devices and etc. 

Cloud layer 

Routers, switches, gateway, smart phones and etc. 

Fog layer 

Sensors, smart vehicles, mobile phones, weather 

sensors, traffic lights and etc. 

End User Layer 
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Fig. 7. IoT Ecosystem Resources Example 

B. Resources Management in Fog 

Fog computing, as previously said, is a distributed computing 

platform that allows IoT services to be performed locally rather 

than sending data to the cloud. Low-latency computing services 

are provided through Fog Computing at edge of the network. In 

regional contexts, fog-enabled network-architecture and 

services may efficiently exploit such resources in local to serve 

time-sensitive IoT applications. It minimizes backhaul-traffic 

transfers in addition to computing centralized demands, hence 

improving overall network throughput and user satisfaction. 

Fog, often known as "clouds at edge" is a new computer 

technique that places services close to devices to improve 

service quality (QoS). It delivers storage, processing, and 

networking resources in the same way as Cloud Computing 

does, because of the Fog environment's dynamicity, 

unpredictability and heterogeneity, a resource management 

system is required to make fog computing a reality [2]. 

As indicated in Figure 8, resource management techniques are 

divided into six categories: 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8. Taxonomy of Fog Resource Management Methodologies 

 

It's worth noting that the management of resources challenge in 

fog encompasses a number of issues and limitations that can't 

all be addressed as a single issue. 

The first category of the taxonomy, as shown in Figure 8, 

placement of the application, which describes how and where 

applications are placed. The method for deploying applications 

has a direct influence on network and hardware efficiency. For 

example, in a decentralized fog architecture, incompatible 

application spread for a huge quantity of data can cause a 

congestion in network. One of most important categories is we 

need to manage resources of fog is how the application 

deployment and development strategy may influence how the 

application is put on the resource. Following application 

deployment, the next category in the fog resource management 

scenario is scheduling resources or application services. Based 

on the services requested by the applications, resource 

scheduling is determine where every fog service can run. 

Standard scheduling alone may not always be the best way to 

make the greatest use of fog resources. To accomplish so, a 

collaboration and offloading mechanism are used, in which 

duties are delegated to other active fog resources to attain the 

ultimate optimality in terms of ensuring expected requirements. 

In addition to resource usage efficiency, for time-sensitive 

applications, a technique that distributes incoming loads 

through all resources that available is required. Task scheduling 

applying by use load balancing, task offloading and placement 

of an application. To make the greatest use of all sorts of 

accessible resources, resource allocation is the idea of 

identifying a resource for services of IoT using available cloud 

resources, ready for fog node resources or any nearby active fog 

resources. Resource provisioning is the final major category in 

this taxonomy, which is concerned with scaling up or down 

available fog resources to enhancement fog resource 

management in terms of power, cost, response time, and other 

aspects [21]. 

 

Shah-M. and Wong (2018) offer an IoT system with structure of  

hierarchical computing and a collection of IoT users. Fog not 

only minimizes the volume data sent to the cloud across the 

network, but it also reduces latency for time-critical IoT 

applications in this system. It decreases the relatively long 

latency of remote cloud by offloading computational activities 

to nearby fog nodes. IoT users in close proximity can benefit 

from fog node computing services. Fog technology is getting 

more popular to the IoT applications distinct by geo-

distribution, real-time, latency sensitivity and high elasticity. 

Optimizing the process for allocating resources, cloud/fog 

resource scheduling, enhancing the efficiency of resource 

consumption, satisfying the users' QoS needs, as well as 

maximizing profits of resource suppliers and consumers are all 

challenges related with fog computing [2]. 

C. Resources Management in Cloud 

Resource management contains: resource-discovery, resource-

scheduling, resource-allocation, and resource monitoring. 

Resource discovery mean is identifying the physical resources 

required to create VMs that meet user's requirements. Through 

resource scheduling, the better resource is selection among the 

matching physical resources. It actually identifies the physical 

resource, where the VMs are to be created to provide the 

resources from cloud infrastructure. Resource allocation is the 

process of allocating required/available resources to tasks, 

whereas scheduling is the process of determining the sequence 

in which these tasks come and depart the resources in order to 

maximize efficiency. There should be no overcrowding in cloud 

node, and all resources that available in cloud should not be 

wasted like (bandwidth and memory). Load balancing in cloud 

is an effective solution to a diversity of challenges that appear 

during the setup and use of a cloud system. In a distributed 

environment, load balancing there are two main duties to 

consider: resource allocation, and job scheduling [22]. 
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1) Resource Allocation in Cloud  

Allocation of resources or resource provisioning technology is 

a significant process of allocating resources based on the 

application requirements of the user to achieve the optimum 

number of servers. Nowadays cloud environments are 

heterogeneous and they have servers from different companies 

as consumers use a variety of resources. 

There are two levels to the mapping of resources to cloud 

entities: [22] 

a) Mapping VMs to Host 

VMs residing on the host (physical servers). Multiple VMs can 

be mapped to a one host, based on its capabilities and 

availability. The host is accountable for allocating processor 

cores to each VM. The basis for assigning processor cores to 

virtual machines on-demand is defined by provisioning policies. 

The allocation technique or mechanism must guarantee that 

important host, and VM characteristics do not match. 

 

b) Mapping Application/Task to VMs 

Applications or tasks are run on the VM. To be performed, each 

application needs a certain level of processing power. to be 

done. VM should provide the required processing capability to 

the tasks specific to it. The tasks must be assigned to the correct 

virtual machine depending on its setup and availability. Tasks 

must be assigned to the appropriate VM depending on its 

configuration and availability. 

Figure 9 shows where resources are allocated in Cloud systems, 

Figure 10 shows the categories of resource-allocation in Cloud. 

 
Fig. 9. Resource Allocator Level in Cloud System Strategic Based Resource 

Allocation 

 
Fig. 10. Categories of Resource-Allocation in Cloud Environment [23] 

 

2) Task Scheduling in Cloud 

Task scheduling is be after allocated the resources to each and 

every cloud entities [22]. The efficiency of resources will be 

improved in cloud computing data centers. Each datacenter runs 

a large number of VMs (virtual machines) to maximize resource 

utilization. Cloud resources are sometimes underused as a result 

of bad scheduling task, or applications in datacenter. several 

algorithms schedule tasks depending on one parameter such 

execution time. But, in a cloud context, numerous parameters 

such as execution time, cost, and user bandwidth must be 

considered. Cloud technology is evolving at a rapid pace, and it 

is confronted with several issues, one of which is scheduling. 

The term "scheduling" indicates to a collection of policies. that 

a computer system uses to regulate the order in which tasks are 

executed. A perfect scheduler conforms to its scheduling 

strategy according to the type of task and changing environment 

[24]. 

There are two ways to schedule tasks: space sharing and time 

sharing. Users can be provided with hosts, and VMs in either 

space or time-shared mode. When using the space sharing 

option, resources are assigned until the work is completed, in 

this mode resources are not preempted. When using time-

sharing, resources are continually preempted until the work is 

completed [22]. 

One of the essential aspects of cloud is task-scheduling. To 

improve system efficiency, cloud providers should use effective 

scheduling to decrease cost and avoid overburdening resources.  

In cloud user's side, the makespan and the average time it takes 

to complete all tasks should be decreased [25]. 

In cloud computing, the tasks scheduling mechanism goes 

through three stages: [26]. 

a) The first level of task includes a collection of tasks 

“Cloudlets” which are sent by cloud users that must be 

executed. 

b) The second is scheduling level: is for mapping tasks to 

appropriate resources to obtain the best resource usage with 

minimum amount of makespan. The makespan is the total 

time it takes to complete all tasks from start to end. 

c) The third VMs level: is a collection of (VMs) that are needed 

to execute the tasks as in Figure 11. 

 
Fig. 11. System of Task Scheduling 

 

1) Task Scheduling Approaches 

Task-scheduling approaches in the cloud environment are 

classification as shown in Figure 12. Task scheduling 

approaches classify to three major environments which are 

single-cloud, multi-cloud, and mobile-cloud, Figure 12 shows 

the subclass in each one of the three environments [27]. 

a) Single Cloud Environment  

Task scheduling used in this category in a single cloud 

environment. Consumers are served by a single cloud provider 

who offers his services. Enterprise systems can move process 

duties to the cloud provider to multiply the number of VMs in 

the single cloud environment. This class is classified into four 

subclasses that are energy-aware, cost-aware, QoS-aware and 

multi-objective. 

b) Multi Cloud Environment 
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Different cloud providers are active in the multicloud system to 

obtain specific workflow-based tasks demands. To obtain the 

best possible performance and efficiency, the multicloud system 

spreads cloud applications amongst multiple cloud service 

providers. This class is classified into four subclasses that are 

multi-objective, QoS-aware and cost-aware. 

c) Mobile Cloud Environment 

Mobile cloud environment extends suitable services in order to 

provide service applications to (vehicular and mobile devices) 

and systems. By increasing smartphones and tablets, mobile 

cloud environment providing portability and elasticity to 

improve processing and sharing efficiency of data. This class is 

classified into main two subclasses that are QoS-aware task 

scheduling and energy-aware. 

 
Fig. 12. The Taxonomy of Task Scheduling in Cloud 

 

2) Scheduling Types [28] 

a) Preemptive scheduling: It is possible to interrupt the 

execution of a certain task at any time, even after 

assigning it to the virtual machine in order to release the 

resource and assign it to another task. 

b) Non-preemptive scheduling: When any task starts 

executing on a virtual machine or resource, the execution 

of this task will be continued until the end and will not be 

interrupted regardless of what happened. 

c) Static scheduling: where scheduling decisions are taken 

based on static variables, and these decisions are taken 

before sending any task for execution. 

d) Dynamic scheduling: where scheduling decisions are 

taken based on the dynamic variables that may change at 

any moment during the implementation, and this will 

increase the efficiency of the optimal use of resources. 

e) Offline scheduling: where all tasks are assigned and their 

execution time is calculated before actually starting to 

implement these tasks, as the tasks are stored in a table 

before starting their implementation. 

f) Online scheduling: Scheduling decisions are taken at the 

moment the task starts executing, and this may cause 

interruption of the execution of some tasks when new 

tasks enter the system. 

g) Optimal scheduling: Algorithms that seek to find the 

optimal solution in terms of reducing costs and reducing 

waiting time for tasks requested by customers. 

 

3) Tasks Scheduling Steps (Procedure) [29] 

a) A CC user sends a task to a scheduler. 

b) To receive information about resources, a scheduler 

connects with the Cloud Information System (CIS). 

c) The scheduler received the resource information from 

CIS. 

d) The scheduling algorithm maps tasks to appropriate 

resources and assigns them to the resource that is the most 

suited (decision process for allocating a resource). 

e) The user obtains the resource's identity (id) and uses it 

via the cloud interface. 

f) According to the schedule, the user delivers the input data 

to the resource. 

g) To control the schedule, the scheduler receives updated 

information about the condition of a cloud over time. 

h) The information is sent to the user. 

Figure 13 shows the Tasks Scheduling Procedure.  

 
Fig.13. Task Scheduling Procedure in Cloud Computing 

 

4) Task Scheduling Algorithms in Cloud Computing 

In a distributed computer system, there are several different 

types of scheduling algorithms, and one of them is job 

scheduling. The primary benefit of a job scheduling algorithm 

is that it allows for high-performance computing and optimal 

system throughput. The job scheduling algorithms are First-

Come-First-Serve (FCFS), Shortest-Job-First (SJF), and 

Round-Robin (RR) scheduling algorithms. In FCFS, the CPU is 

allocated in the order in which the processes arrive. It is assumed 

that the ready queue is managed on a first-in-first-out basis, 

which implies that the first job in the queue will be processed 

first, regardless of other considerations. SJF is a scheduling 

approach that chooses the job that takes the least amount of time 

to execution. Jobs are placed in queue according to the time of 

execution, the job with the shortest time to execution put first, 

whereas the job with longest execution time put last and given 

the lower priority. In this scheduling method the CPU is allotted 

to the process with the shortest burst time. RR is intended 

specially for time-sharing systems. A time slice, sometimes 

known as a quantum, is a tiny unit of time is defined in RR. All  
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processes that can be executed are maintained in a circular 

queue. The CPU scheduler goes about this queue, allocating the 

CPU to every process for a time period of one quantum. New 

processes are inserted into the end of the queue [24]. 

 

      In a Cloud context, there are three types of algorithms for 

task scheduling, as shown in Figure 14 [30]. 

 
Fig. 14. Task Scheduling Algorithms 

 

A comparison of resource allocation and task scheduling is 

shown in Table I [22]. 

 
Table I  

Comparison between Allocation of Resources and Task Scheduling 

Task Sub-Category Issues Resolved Provider -  

Oriented 

Customer - 

Oriented 

Resource 

Allocation 
• At host level. 

• At VM level. 

•  Ensure Availability. 

•  Efficient Utilization. 

• Minimize Makespan. 
Yes Yes 

Task 

Scheduling 
• Space-sharing 

• Time-sharing 

Decrease total response 

time. 
No Yes 

 

IV. RELATED WORK 

This section of paper includes various comparisons in resource 

management issues and technologies in different environments 

like IoT, Fog, and Cloud. Some benefits and drawbacks of each 

related study are discussed and analyzed. 

 

Task scheduling is one of the most difficult aspects of designing 

cloud computing systems. It plays a critical role to get high 

performance and throughput by having the greatest features 

from the resources. This paper's key contribution is to present a 

novel approach called DRRHA that focuses on the classic RR 

algorithm's drawbacks via optimizing the metrics of 

performance by reducing the average of response time, waiting 

time, and turn-around time. But It contains a lot of calculations, 

in addition to their use of the FCFS and SJR algorithms [30]. 

 

This research offered a novel scheduling method for dealing 

with an unlimited number of incoming requests while 

maintaining high service quality. The allocated resource is 

responsible for managing incoming job requests, dispatch 

requests to the server, and response acknowledgment. The 

major goal of this research is to provide an AI approach namely 

GA and ANN. for allocation the resources in a cloud  

 

environment by investigating and scheduling the parallel and 

distributed request/response processing. A priority value is 

fixed depending on suitability value and jobs are prioritized and 

sorted in a queue and transferred to resource allocation. 

Resources are allocated depending on fitness value. calculating 

the values of attributes assigned to each coming job to optimize 

the Jobs. The results showed that ANN-GA is better compared 

to ACO of fault detection. But in this work the proposed 

algorithms are not handling such errors dynamically [4]. 

 

The authors of this paper introduced (SRDQ), a novel hybrid 

task scheduling algorithm that combined SJF and RR 

schedulers. The suggested methods are depending on two 

factors, the first of which is a dynamic task-quantum that is used 

to balance the time for waiting between small and large tasks. 

The second includes dividing ready-queue to be two sub-

queues, one for short tasks and the other for long ones. Two 

tasks from Q1 and one from Q2 are alternately assigned to 

resources from Q1 or Q2. According to the results, the suggested 

technique improved the time of waiting, time to response, and 

the starvation of long jobs. But their work doesn't balance 

between the static/dynamic quantum values [31]. 

 

In this study, GA is used to schedule tasks in multi-cloud 

computing. The purpose of their study is to map the tasks to 

VMs in order to get maximum customer consent and the shortest 

time that needs to complete the final task. They first use GA to 

map tasks to the VMs and then schedule tasks by using the SJF 

algorithm. The findings reveal that the suggested method 

outperforms current algorithms in terms of efficiency. But they 

did not take into account latency arbitration, energy 

consumption, and running cost of a multi-cloud environment 

[32]. 

 

This paper presented a fog computing resource allocation 

technique based on priced timed Petri nets (PTPNs) to decrease 

the load on service provider data centers, response time, 

processing time, and overall cost. But they omitted fairness and 

correctness evaluations also did not analyze time [33]. 

 

In this paper, they introduced a Dynamic Resource Allocation 

(DRA) method with efficient task-scheduling, also improve the 

modules for power management based on PBTS, DR table 

updating module, and energy enhancement module. An 

effective resource allocation is achieved by enhanced task 

scheduling technique and a reduced energy consumption 

approach. Compared with: FCFS + Round Robin >> for 

Resource utilization and EERAPF + ENREAL >> for Power 

consumption, but they did not discuss if there were tasks having 

same size and arrival-time [34]. 

 

Table II summarizes the previous works on tasks allocation and 

scheduling in the Cloud. However, each of these methods has 

its own set of drawbacks and limitations. 
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CONCLUSION 

Resource allocation and scheduling are crucial features of the 

Cloud-based IoT ecosystem for the innovative paradigm's 

efficient operation. In this paper, the details presented for 

Resource allocation and scheduling in Mobile Crowd 

Sensing and discussed the drawbacks of the previous 

techniques that are used in allocation and scheduling tasks. 

We reviewed systematically all these techniques and detect 

the constraints and improvement of these algorithms. This 

paper is observed that there is a need for enhancing the 

performance of the cloud and we concluded that the 

traditional scheduling algorithms such as FCFS, SJF, and RR 

are impractical within a small space, so if this type of method 

is used to schedule tasks within a single computer, it will give 

excellent results, but if it is used at the cloud level, there will 

be big problems in time and energy because of the huge 

volume of possible solutions. That is why all efforts have 

been directed to searching for Meta-Heuristic algorithms like 

GA, TS, PSO, etc. that are nearly to the optimal solution and 

not the optimal solution, and this is what led to the emergence 

of Meta-Heuristic algorithms. In this study, the challenges 

and directions have been discussed. In the future, we plan to 

work on a comparison between all these algorithms in 

CloudSim simulator. 
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