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Abstract. The paper presents local dynamic approach to integration of an ensemble of predictors. The classical fusing of many predictor results 
takes into account all units and takes the weighted average of the results of all units forming the ensemble. This paper proposes different approach. 
The prediction of time series for the next day is done here by only one member of an ensemble, which was the best in the learning stage for 
the input vector, closest to the input data actually applied. Thanks to such arrangement we avoid the situation in which the worst unit reduces 
the accuracy of the whole ensemble. This way we obtain an increased level of statistical forecasting accuracy, since each task is performed 
by the best suited predictor. Moreover, such arrangement of integration allows for using units of very different quality without decreasing the 
quality of final prediction. The numerical experiments performed for forecasting the next input, the average PM10 pollution and forecasting 
the 24-element vector of hourly load of the power system have confirmed the superiority of the presented approach. All quality measures of 
forecast have been significantly improved.
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different random bootstrap samples of the original training set, 
or using different types of predicting units, for example, MLP, 
RBF, SVM, random forest, autoregression, etc. [13]

The important point in ensemble approach to either classi-
fication or regression task is providing the efficient integration 
(fusion) of the results of its members. In the case of classifica-
tion different techniques of fusion have been developed: linear 
or logistic regression, Dempster-Schafer theory or heuristic 
decision rules [14, 15].

In the case of regression problem, the weighted averaging is 
used the most often, with the weights dependent on the predic-
tion accuracy estimation of each member [13]. However, this 
way of fusion may produce the final statistical results inferior to 
the best unit in an ensemble. The problem is that even the best 
unit in statistical terms may not show the best performance for 
the particular days (the best for ith day and the worst in jth day).

The other approach to integration is the separation of time 
series predictions made by different units into independent time 
series and elimination of terms corresponding to the identi-
fied noise. Such approach involves the independent component 
analysis (ICA), after which the reconstruction of time series is 
performed (so called deflation) using only the important com-
ponents [13]. The most difficult problem in this procedure is 
recognition of the noisy terms, that should be eliminated.

This paper proposes different approach to the integration 
of the ensemble. It is called the local dynamic method. Its idea 
is somewhat similar to the dynamic integration of classifiers 
[16, 17]. The final forecast for each testing sample is done by 
only one unit of the ensemble, best suited for the particular 
task. The best predictor is selected on the basis of its prediction 
accuracy for the proper learning sample in the neighbourhood 
of the actual testing sample. The quality of each member of 
ensemble is checked on the learning data closest to the actual 

1.	 Introduction

The time series prediction is an important practical problem 
in forecasting the next terms of the process. The problem con-
cerns different phenomena, for example the daily average air 
pollution of CO2, NOx, PM10, O3 or the load, forecasted for the 
succeeding hours of the day in the power system.

Many different methods have been discussed in the past. 
The examples are presented in papers [1‒10]. Some of them 
build complex mathematical models of dynamics of the pro-
cesses using autoregressive linear or nonlinear approach [6]. 
Recently, neural networks have been the most often used tools 
in different aspects of prediction and classification problems 
[11, 12]. The examples in prediction tasks include multilayer 
perceptron (MLP) or radial basis function (RBF) [7, 8, 11], 
support vector machine [4, 9] as well as Elman network [10]. 
The ensemble of many neural predictors has been also proposed 
[4, 13] to get more accurate forecast.

It was found the combination of various methods outper-
forms, on average, the individual specific methods and pro-
vides better accuracy of prediction. Application of parallel 
predictors or classifiers forming an ensemble is actually well 
known method for increasing the accuracy of prediction and 
classification tasks [14]. Ensembles of predictors are among 
the most competitive forms of solving predictive tasks. To get 
good performance of an ensemble the independence of its mem-
bers should be provided. This may be done in different ways, 
for example applying the bagging, created through the use of 
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testing sample. The most competent predictor, providing the 
smallest prediction error in the learning mode is chosen. Thanks 
to this we can get the increased level of forecasting accuracy, 
since each task is performed by the predictor best suited to it.

The theoretical considerations have been illustrated here by 
the numerical experiments using two types of prediction prob-
lems. One is the prediction of daily average PM10 for the next 
day (forecasting the single value at a time). The other task is 
prediction of the 24-elements representing the electrical load for 
the next day (prediction of vector). The results of experiments, 
obtained by using Matlab, have shown that our approach leads to 
the significant improvement of prediction accuracy. The detailed 
results of these experiments are given and discussed in the paper.

2.	 The method of local dynamic integration 
of prediction ensemble

The important step in our approach is the efficient integration 
of the results of individual predictors into final verdict of the 
ensemble. The classical approaches to this problem, applying 
the weighted average method or application of independent 
component analysis are found not very efficient. We propose 
here different approach, based on the so called local dynamic 
principle [16, 17].

In this method only one predictor from the ensemble is 
used for generating the final forecast. It is this one which was 
found the best for the learning input sample closest to the ac-
tual testing vector. Given an unknown input vector xt in testing 
mode we search for its closest neighbor x l among all input 
vectors existing in the available learning set. The Manhattan 
distance measure is used

	 d(xt, xl)  =  kxt, xlk1.� (1)

This norm was applied because it reflects the differences 
between individual elements of vectors in the most clear way, 
not disturbed by the highest value element, as it is in Euclidean 
norm.

In the next step we compare the quality measure of the 
applied regression units forming ensemble, in regression task 
for this vector xl. The member of the smallest prediction error 
corresponding to xl is selected and used in prediction task at 
the application of xt. Its result is regarded as the final verdict 
of the whole ensemble. In the case of predicting the vector each 
element of this vector might happen to be predicted by different 
units of ensemble.

Occasionally, two or more predictors might show the similar 
highest local accuracy for the tested vector xl. In such case all 
of them are used in the prediction task. Final decision of such 
ensemble is their average result.

The other approach is to use the ensemble of regression 
networks selected on the basis of few learning vectors, which 
are the closest to the actual testing vector xt. For the selected 
learning vectors the best predictors are chosen and used in 
testing mode. Final result is the average of verdicts of these 
predictors supplied by the testing vector.

The data sets used in the training of different individual 
regression networks forming an ensemble might be different to 
provide highest independence in their performance.

3.	 Application to PM10 prediction

3.1. Statement of problem. Prediction of PM10 (particle mat-
ters of the diameters up to 10 µm) is especially important, since 
this pollution level is strictly associated with direct impact on 
human health via inhalation [18]. Actually, the daily average 
PM is of importance in all European countries because of the 
European Air Quality Directive 2008/50/EC defining the re-
strictions for the yearly and 24 h averages PM10 concentrations.

The most important difficulty in forecasting the PM10 level 
for the next day is very high variability of its concentration 
from hour to hour and from day to day. This is well seen in 
Fig. 1, presenting the daily averaged values of PM10 pollution 
measured by the meteorological station situated in suburb Ur-
synów of Warsaw in one year (all in µg/m3). It is evident that 
the higher the variability of the time series the more difficult 
is the prediction task.

Fig. 1. The changes of PM10 concentration from day to day in 2014 
(daily averages)
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mode is chosen. Thanks to this we can get the increased 
level of forecasting accuracy, since each task is performed 
by the predictor the best suited to it.  

The theoretical considerations have been illustrated 
here by the numerical experiments using two types of 
prediction problems. One is the prediction of daily 
average PM10 for the next day (forecasting the single 
value at a time). The other task is prediction of the 24-
elements representing the electrical load for the next day 
(prediction of vector). The results of experiments, 
obtained by using Matlab, have shown that our approach 
leads to the significant improvement of prediction 
accuracy. The detailed results of these experiments are 
given and discussed in the paper. 
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Fig. 1. The changes of PM10 concentration from day to day in 2014 

(daily averages).  
 

In building the prediction model we should take into 
account the relations between PM10 and the diagnostic 
variables. The applied Hinich test for checking the 
linearity of the time series has indicated the weak 
nonlinearity of the process [4,20]. It means that the 
nonlinear model of prediction should be better than the 
linear one. 

To get good results of prediction we should develop 
the diagnostic features serving as the input attributes to 
the predicting network well correlated with PM10 
concentration and presented no correlation among 
themselves. The most important parameters having the 
highest impact on the mechanism of pollution creation 
are: temperature, speed of the wind and humidity. Cross 
correlation coefficients between pairs of the 
environmental variables show that they are uncorrelated 
except the humidity and temperature [13]. Therefore, all 
of them may be included as the candidates in definition of 
the diagnostic features in the prediction model. The 
selection process will discover, which of them should be 
eliminated. 

In building the prediction model we should take into account 
the relations between PM10 and the diagnostic variables. The 
applied Hinich test for checking the linearity of the time series 
has indicated the weak nonlinearity of the process [4, 20]. It 
means that the nonlinear model of prediction should be better 
than the linear one.

To get good results of prediction we should develop the di-
agnostic features serving as the input attributes to the predicting 
network well correlated with PM10 concentration and presented 
no correlation among themselves. The most important param-
eters having the highest impact on the mechanism of pollution 
creation are: temperature, speed of the wind and humidity. Cross 
correlation coefficients between pairs of the environmental vari-
ables show that they are uncorrelated except the humidity and 
temperature [13]. Therefore, all of them may be included as 
the candidates in definition of the diagnostic features in the 
prediction model. The selection process will discover, which 
of them should be eliminated.

To get the highest accuracy of prediction the nonlinear 
model of the process, based on application of few neural net-
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works arranged in the ensemble, will be applied. The approach 
to prediction of PM10 level is split into few stages. In the first 
step the diagnostic features are defined on the basis of meteo-
rological variables and past pollution. The selected features are 
applied as the input attributes to ensemble of predictors, which 
are trained on the available learning data. In the last step the 
dynamic local integration of the results of individual predictors 
is performed.

3.2. Extraction of diagnostic features. The performed in-
vestigations of the daily average PM10 changes have shown 
the significant factors influencing the average pollution level 
of the day [4]. They include such atmospheric variables, as 
temperature, wind, humidity, pressure, insolation, the pollution 
level from the previous day and dependence on the season of 
the year and type of the day. For example the week days are 
characterized by the higher level of air pollution compared to 
the weekend days. Similarly, the highest level of pollution is 
observed in the winters. These aspects of pollution analysis 
have been analyzed in [4].

In our considerations we have defined the potential di-
agnostic features using different mathematical preprocessing 
methods. The first subset of features represents the environ-
mental parameters for the next day announced by the National 
Institute of Meteorology: the forecasted 24-hour average value 
of temperature, wind speed, wind direction, humidity, pressure 
and insolation.

The next subset takes into account the known past day pa-
rameters. They include the average, maximum and minimum 
values of temperature and pressure, the average and maximum 
pollution corresponding to the previous day, linear trend of 
changing the hourly pollution of the previous day, the predic-
tion of the average pollution for the forecasted day, made on the 
basis of this linear trend and the codes of the season of the year 
(2-element binary code representing winter, spring, summer and 
autumn) and day of the week (binary code representing working 
or weekend days).

The last subset of features is created by the pollution level 
for the most influential hours of the previous day, which are 
characterized by the extremal values.

As a result the set of 55 potential features has been created 
[4]. These features are subject to selection in order to provide 
the most influential subset. The normalization of the data was 
implemented by dividing the real values of the particular feature 
by their mean calculated for all observations.

3.3. Selection of diagnostic features. The features generated 
in an automatic way should undergo a selection process, dis-
criminating the most influential subset. This process was im-
plemented in the work by using two selection methods: the 
stepwise linear fit applying the backward and forward selec-
tion [21] and the genetic algorithm [22]. The 20% of randomly 
chosen observations have been used for selection of the features 
which have the highest impact on the forecasted average values 
of pollution for the next day.

The stepwise fit starts from an empty feature set and per-
forms sequentially the process of adding (forward selection) not 

yet chosen features and removing (backward elimination) the 
features existing in the actual subset [20]. Each candidate fea-
ture subset is checked in 10-fold cross-validation by repeating 
the prediction with different training and testing subsets of 
observations. Both forward and backward operations interlace 
each other. In each stage, after adding the new variable, a test is 
made to check if some variables from the actual set should be 
deleted without increasing the error of regression. The stepwise 
fit terminates when the quality measure of the classification 
model is maximized. The set of 17 features has been selected 
as a result of application of this stepwise fit procedure.

The genetic selection used in experiments represents the 
features coded in the chromosomes in a binary way. The unity 
element value means inclusion of the feature in the input vector 
x to regression system and zero – its exclusion.

Each chromosome is associated with the input vector x ap-
plied to the SVM classifier (the value 1 means real inclusion of 
the feature and zero – no such feature in a vector). The elitist 
strategy of passing to the next generation the two fittest chro-
mosomes in population was applied. This guarantees that the 
fitness is never declined from one generation to the next.

The learning and validation sets were applied in GA training. 
The testing error on the validation data forms the basis for the 
definition of the fitness function. The genetic algorithm max-
imizes this value (equivalent to the minimization of the error 
function) by performing the subsequent operations of selection 
of parents, the crossover among the parents and finally the mu-
tation. The roulette wheel has been applied for selection.

The SVM of Gaussian kernel in regression mode was used 
as the predictor. The genetic population applied in experiments 
was equal 100 chromosomes, crossover rate 80% and muta-
tion rate 1%. The sequentially performed genetic operations 
(crossover, mutation and selection) lead to the minimum of the 
objective function for the validation data. The unity elements 
of the best chromosome point to the optimal set of features, 
which corresponds to the minimum of the validation error. The 
performed genetic experiments have selected the set of 19 best 
features.

As a results of application of these two selection methods 
we get two sets of features. Each of them will form the input 
attributes to the predicting networks. The ensemble of predic-
tors will contain the multilayer perceptron, radial basis function 
network, support vector machine in regression mode (SVM) and 
linear auto-regression with exogenous variables (ARX). The 
ARX was used only to find how linear model is compared to 
the nonlinear ones, represented by neural networks.

3.4. Individual predictors. MLP and RBF networks belong to 
the most universal neural approximators. The most important 
difference between them is the activation function. MLP applies 
the sigmoid, belonging to global type of activation function. 
Thanks to this all neurons participate in formation of the output 
signal in the whole range of values of input attributes. RBF 
network operates with Gaussian function of local character and 
represents local approximation ability. The learning algorithms 
of both networks are different in a significant way. This is the 
reason why their output signals in response to the same exci-
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tation may also differ and their performance may be treated as 
statistically independent.

SVM for regression of the Gaussian kernel, transforms re-
gression task into classification by defining some tolerance re-
gion of the width ε around the destination [23, 24]. The learning 
task is reduced to the quadratic optimization problem and is 
dependent on few hyperparameters: the regularization constant 
C, the width parameter σ  of the Gaussian kernel and the toler-
ance ε. All of them have been adjusted by repeating the learning 
experiments for the limited set of their predefined values and 
accepting this one, which results in the minimum error on the 
validation data set.

ARX model belongs to the linear predicting systems [20] 
and is often used for non-stationary time series. The output 
signal of this model uses the lags of itself and the lags of the 
exogenous variables. The p lags of the output series form the 
autoregressive terms, and q lags refer to the exogenous input 
variables.

Each of these four regressors has been supplied by the set 
of features chosen by both selection methods. As a result eight 
predicting systems are constructed by combining the set of fea-
tures with the regression networks. All regressors have been 
learned using randomly selected subsets from the available data 
base. The results of PM10 prediction of each regression unit 
might be different for each day, since they have been generated 
by applying different mechanisms of data processing and the 
applied learning data sets.

3.5. Results of numerical experiments. The experiments have 
been carried out using the data of PM10 concentration measured 
in suburb Ursynów in Warsaw within 4 years. The available 
data have been pre-processed and normalized according to the 
presented procedure and then split randomly into two subsets: 
two third of samples have been used in learning and the re-
maining subset left for testing the trained system. To enhance 
the independence of individual predictors we have learned them 
on partially different data samples. To get the most objective re-
sults of experiments, the learning and testing have been repeated 
several times and performed at randomly chosen composition of 
learning and testing data. Four networks (MLP, RBF, SVM and 
ARX) associated with two types of feature selection (8 different 
individual predictors) have been investigated.

The mean values of the results have been calculated and 
compared to the real PM10 concentration for the appropriate 
days.

In all experiments of learning the parameters of predicting 
systems (the number of hidden neurons in MLP, RBF, the hyper-
parameters of SVM and length of ARX) remained the same and 
have been chosen optimal by using pre-learning experiments 
on small chosen validation set of data (10% of learning data). 
The best neural network structures chosen in these experiments 
contained 8 sigmoidal hidden units in MLP and 40 Gaussian 
hidden units in RBF. The number of Gaussian kernels of SVM 
network was automatically adjusted by the learning procedure 
[22], and in each experiment was different, changing from 18 
to 47. The ARX adaptation procedure was found the best for 
p = 4 and q = 1 in the ARX model.

To assess the obtained results in the most objective way 
we have applied different measures of prediction quality. Four 
measures have been used here: the mean absolute error (MAE)

	 MAE =  1
n

µ

i =1

n

∑ jti ¡ yij
¶

� (2)

mean absolute percentage error (MAPE)

	 MAPE = 
1
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root mean squared error (RMSE)

	 RMSE =  1
n i =1

n

∑ jti ¡ yij2 � (4)

and correlation coefficient (R) of the observed and predicted 
data

	 R =  
Cyt

std(y)std(t)
.� (5)

The symbol n used in these definitions is the number of data 
points, yi – the predicted value, ti – the really observed value 
(target), Cyt – the covariance value between the really observed 
and predicted data, and std denotes standard deviation of the 
appropriate variable.

The statistical results related to application of individual 
predictors for two applied methods of selection are presented 
in Table 1. They refer to the average values of 5 runs of proce-
dure on the testing data not taking part in learning. The linear 

Table 1 
The average values of quality measures obtained for individual predictors in the testing PM10 data (not taking part in learning)

Quality measure
Stepwise fit selection Genetic selection

MLP RBF SVM ARX MLP RBF SVM ARX

MAPE [%] 26.03 27.07 23.89 35.43 25.55 26.28 22.76 32.45

MAE [µg/m3] 7.621 7.719 7.548 10.564 7.637 7.814 7.206 9.879

RMSE [µg/m3] 10.880 10.970 10.610 17.113 11.740 11.850 11.860 16.723

R 0.893 0.890 0.892 0.523 0.874 0.869 0.871 0.554
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ARX model is evidently of the inferior quality in respect to all 
measures.

The detailed results of performance of all predictors for the 
days of the learning data have been memorized and used in dy-
namic integration of the ensemble for the whole testing data set.

For example let us consider the forecast for the tested day 
represented by the normalized vector xt of features (17 element 
vector) selected by the stepwise fit

xt = 
£�
1.4679 0.2615 0.0442 –0.2307 0.1846 1.3082 
–0.0053 1.0679 –1.0698 0.9198 –1.3643 1.2897 
1.7712 1.1412 2.0535 0 1

¤
.

The learning feature vector in the data base found as the closest 
to it is as follows

xl = 
£�
1.4482 0.2615 0.0394 –0.2317 0.1849 1.3085  
–0.0065 1.0574 –1.0688 0.9192 –.0746 1.2897 
1.5810 1.3848 1.9851 0 1

¤
.

The error values committed in the past by the applied predictors 
for this learning vector were as following:

εMLP = 20.86%, εRBF = 2.85%,  
εSVM = 14.07%, εARX = 27.45%.

There are large differences between the learning errors 
for this particular vector committed by different predictors. 
The smallest learning error corresponds to the application 
of RBF. Hence this network is used for prediction task. The 
obtained error corresponding to the testing vector xt was equal 
εRBF(xt) = 1.97%. Application of other predicting networks have 
resulted in much larger values of errors: εMLP(xt) = 19.42%, 
εSVM(xt) = 10.64% and εARX(xt) = 28.45%. In a similar way 
we can apply the procedure for any feature vector in the data 
base used in experiments.

The testing procedures applied for all days of testing data, 
not taking part in learning (the same set of testing samples 
for individual predictors), have allowed estimating the average 
values of the quality measures. Table 2 presents the statistical 
results of local dynamic integration. They have been compared 
to the best classical approach to integration (the weighted av-
eraging of individual ensemble units). In weighted averaging 
method the results of individual predictors have been combined 
with the weights proportional to their average forecasting accu-
racy obtained for the whole learning data sets.

Three different versions of these approaches have been 
depicted in the table. One corresponds to the application of 
only stepwise fit, the second to application of only genetic se-
lection and the third one to the combination of both selection 
methods. In the latter case the weighted averaging of the re-
sults, following from application of local dynamic integration 
for both selection methods, have been presented (last column). 
The results show the evident advantage of using local dynamic 
principle of integration. Irrespective of the feature selection 
method all quality measures of prediction were the best and 
much better than the best individual predictor.

For example the best result of MAPE corresponding to SVM 
cooperating with genetic selection was 22.76%, while the best 
MAPE of local dynamic integration was only 18.62%. It means 
18% of relative improvement. These values are also much better 
than the results presented up to now in the scientific recent 
publications [1, 25, 26].

Additional experiments performed at application of the 
whole set of diagnostic features have shown significantly worse 
performance. For example the MAPE measure at the best config-
uration of ensemble was equal 24.67% and the value R = 0.893.

4.	 Application to 24-hour next day load forecasting

The second example will consider the one-day ahead fore-
casting of the 24-hour load in a small Łódź region of Polish 
Power System (PPS) by using local dynamic integration of the 
ensemble. The accurate prediction of the power need in each 
hour of the day is important in the electrical power market, 
since it reduces the cost of generation of the energy and enables 
better management of the natural resources in its production.

4.1. Learning data. The most important point in this problem 
is the recognition of factors influencing the mechanism of load 
changes. The analysis of the available data base concerning 
the hourly changes of load consumption in the past years has 
revealed the significant dependence of the predicted pattern on 
its past values, type of the day (workday or weekends and holy 
days) and four seasons of the year [13]. It means that these 
factors should be taken into account in building the appropriate 
mathematical model of the process. The mathematical system of 
prediction has considered the input data in the form of 24-hour  

Table 2 
The comparison of the average values of quality measures in prediction the daily average PM10 pollution level obtained by an ensemble 

integrated using different methods of integration

Quality measure
Stepwise fit selection Genetic selection Stepwise fit + genetic selection

Classical approach Local dynamic Classical approach Local dynamic Weighted averaging of both 
selection methods

MAPE [%] 23.63 ±2.34 20.51 ±1.56 22.88 ±2.12 18.81 ±1.53 18.62 ±1.46

MAE [µg/m3] 7.12 ±0.97 6.29 ±0.87 6.99 ±0.89 5.82 ±0.65 5.79 ±0.59

RMSE [µg/m3] 10.39 ±1.78 10.37 ±1.42 10.27 ±1.69 9.99 ±1.39 9.90 ±1.31

R 0.911 ±0.051 0.921 ±0.042 0.920 ±0.0.060 0.939 ±0.032 0.935 ±0.033
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load pattern of the previous day, code of the day type (working 
versus weekend days) and 2-bits code of the seasons of the 
year (winter, spring, summer and autumn). As a result the input 
vector to the predicting system, responsible for forecasting 
24 hour load pattern for (d + 1) day is of the form

	x = 
£

p(d, 1), …, p(d, 24), season_code, day_code
¤
.� (6)

in which p(d, i) represents the normalized load of dth day and 
ith hour, season_code contains 2 bits (11-winter, 10-spring, 
00-summer, 01-autumn) and day_code represent day type 
(1 – working day, 0 – non-working day). It means 27 input at-
tributes to the neural predictor. The destination vector represents 
the 24-hour power pattern for the next (d + 1) day.

The numerical experiments have been performed using the 
data base of the last 3 years. The maximum load in this small 
power region did not exceed the value of 500 MW. Total number 
of days in this base was 1095. The loads corresponding to the 
following hours of the day have been normalized dividing the 
real loads by the value representing the maximum in the learning 
data base. An example of the hourly changes of the normalized 
load consumption in these years is presented in Fig. 2.

The predicting system built on the basis of the mentioned 
above neural networks will be denoted by MLP, RBF and SVM, 
respectively. All units accept the chosen set of input signals and 
generate the prognosis of the power consumption for 24 hours 
of the next day. To increase the independence of ensemble 
members, each unit is trained on separate set of data chosen 
randomly from the whole data set. The independence is very 
important requirement for proper operation of an ensemble.

The forecasts produced by individual predicting units are 
subject to fusion into one final outcome. We applied here the 
so called local dynamic integration approach, similar to that 
used in prediction of the pollution level. However, this time 24 
values are expected on the output side of predictor. Moreover, 
on the basis of additional experiments we have found that the 
best results are achieved, when few learning vectors closest to 
the actual testing vector are taken into account in prediction 
procedure.

In this case the final forecast of the load pattern for the next 
day is the average of results of individual predictors selected 
on the basis of similarity of the testing vector xt to the learning 
vectors. As a result the computer searches for few learning input 
vectors xl in the learning data base, which are closest to the 
actual vector xt. The decision in selecting xl is based on the 
Manhattan distance between the testing and learning vectors 
in the base.

The neural networks showing the highest accuracy for the 
particular hour in the learning phase for these selected learning 
vectors are chosen as the members of ensemble for this hour. 
This way each testing vector xt is associated with the chosen 
predicting units of ensemble. Different ensemble units might 
be chosen for each hour. However, in each case the team con-
tains the neural networks, which were the best for the selected 
learning vectors. The typical example of performance of three 
applied neural networks in prediction task of 24 hours for one 
randomly chosen day is presented in Fig. 3. It represents the 

Fig. 3. The relative forecasting errors committed by MLP, RBF and 
SVM for 24 hours of one day ahead used in learning

Fig. 2. The hourly change of the normalized power demand in PPS 
region within three analyzed years
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The depicted distribution of the power consumption shows 
high diversity of the load patterns within the neighboring hours 
and days, especially between working and weekend days. Large 
differences are also observed for the days representing different 
seasons of the year. High variability of values means increased 
difficulties in their accurate prediction, especially, when we 
are interested in the whole 24 hour load pattern for the next 
day. Therefore, in prediction we have applied few individual 
predictors forming an ensemble.

4.2. Ensemble of predictors. The ensemble of predictors in our 
application was created on the basis of three different solutions 
of neural networks: MLP, RBF and SVM, all working in regres-
sion mode. These networks have been selected after considering 
many other possibilities, like Elman network, random forest or 
linear ARX regression. The features defined by the vector x 
create the input attributes to all members of ensemble.
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relative errors committed by MLP, RBF and SVM for 24 hours 
of the chosen day from the learning data base.

We can see the changing prediction quality of these net-
works for different hours. In predicting the power need for any 
hour of the testing vector, the ensemble integration procedure 
chooses this network, which was the best (the smallest error) 
for the particular hour in the learning mode.

In the case presented in Fig. 3 the MLP will be responsible 
for the forecast of 14 hours, the hours: 1, 3, 4, 7, 8, 11, 12, 
16‒18, 20‒23; SVM for 5 hours, the hours: 2, 5, 14, 15, 24 
while RBF also for 5 hours, the hours: 6, 9, 19, 13, 19. These 
networks produced the best quality predictions in these hours 
for the learning vector. Therefore, the results of prediction for 
the tested vector closest to this learning one are expected to 
be of the highest accuracy. Observe, that the polarity of errors 
in particular hours for different predictors is changing, which 
creates the space for compensation in averaging procedure.

The proposed integration method is of the local character, 
changing dynamically with the vector subject to testing. Thanks 
to such approach the final forecast of ensemble is never worse 
than the best result of the individual predictor. This is in con-
trast to the traditional way of fusing the individual results on 
the basis of statistics of all units, in which the influence of the 
worse unit may decrease the final accuracy of the ensemble.

4.3. Statistical results of experiments. In predicting the load 
pattern for the next day the original input signals for the neural 
networks were formed by the 24-hour load patterns corre-
sponding to the preceding day, one bit code of the day type 
and two code bits representing the seasons of the year. In this 
way the predictors were supplied by 27 input signals, subject 
to nonlinear processing. The output signals of the predicting 
units formed the expected 24 hour load pattern for the next 
day.

The whole data base was split into learning set (the samples 
representing 70% of the data base) and testing (the remaining 
data). The learning and testing sets were chosen randomly 
in each run. The experiments have been repeated 10 times 
changing randomly the contents of learning and testing sets. 
The quality of prediction process has been assessed on the basis 
of prediction error defined as the MAE, MAPE, RMSE and 
correlation coefficient R, treated in power prediction systems 
as the most representative factors.

Three neural networks (MLP, RBF and SVM) supplied by 
the input attributes, have been adapted in introductory learning 
procedure to obtain their best structure. This was done in some 
introductory experiments. In all cases we have trained the spe-
cialized structure for each hour of the day. In the case of MLP 
the optimal structure was found as 27‒20‒1. RBF network 
used 120 Gaussian neurons (structure 27‒120‒1). SVM ap-
plies adaptive type of learning, in which the number of kernel 
Gaussian functions are automatically adjusted according to 
the assumed values of regularization constant C (C = 1000), 
width σ  of Gaussian kernel (σ  = 0.9) and tolerance margin ε 
(ε = 0.01). The output layer of the learned networks contained 
only one neuron, representing the load of one particular hour 
of the day.

The adapted parameters of the members of the ensemble 
were fixed and the system was ready to predict power con-
sumption for the testing samples not taking part in learning. 
The analysis of prediction results of the applied units on the 
set of learning data has shown high diversity of results among 
the applied predictors. For example for the testing (normalized) 
vector xt

xt = 
£�
0.5601 0.5436 0.5423 0.5366 0.5419 0.5422  
0.5779 0.6128 0.6177 0.6156 0.6220 0.6272  
0.6232 0.5916 0.6003 0.6031 0.5968 0.5826  
0.5899 0.6831 0.6733 0.6048 0.5739 0.5757 1 0 1

¤

the learning vector xl, which was closest to this particular test-
ing vector was of the form

xl = 
£�
0.5333 0.5286 0.5263 0.5272 0.5370 0.5456  
0.5715 0.6069 0.6182 0.6216 0.6184 0.6267  
0.6213 0.5881 0.5946 0.5922 0.5895 0.5811  
0.5970 0.6852 0.6623 0.5920 0.5621 0.5456 1 0 1

¤
.

The smallest errors of prediction for the particular hours of the 
learning vector have been distributed among all three neural 
networks. Only one, the best unit is applied in final prediction 
of the load for each hour. As a result the MAPE for this partic-
ular testing sample was equal 1.47%, only slightly worse than 
for the learning sample (MAPE = 1.41%). Similar individual 
cases analyzed for different days have confirmed this general 
tendency.

On the basis of performed experiments we have selected 
6 learning vectors, which were closest to each testing vector xt. 
Thus, the ensemble was formed from 6 units, working in an 
independent way. For succeeding hours we have used the net-
works which were the best in learning mode for the actually 
selected learning vectors. The final forecast is the average of 
the results of all these 6 predictors.

Table 3 presents the statistical results of experiments for the 
testing data (not used in learning). They represent the average 
values of the selected quality measures in predicting the next 
day 24-hour pattern of load obtained in 10 runs of experiments. 
The results are related to application of three individual neural 
networks, their classical integration using the ordinary mean of 
all three predictors (classical fusion) and our local dynamic fu-
sion (local dynamic). The results of application of the proposed 
local dynamic integration are the best in all quality measures.

Table 3 
The statistical quality measures of predicting the next day  

24-hour pattern of loads

Prediction method MAE 
[MW]

MAPE 
[%]

RMSE 
[MW]

R

SVM 17.34 1.99 35.73 0.988

MLP 15.32 1.79 31.82 0.990

RBF 17.67 2.14 40.60 0.987

Classical average 14.10 1.67 33.15 0.990

Local dynamic 13.40 1.62 29.54 0.991
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It is difficult to compare these results to other publications, 
since they refer to different load patterns and their charac-
teristic profiles. These patterns change from year to year or 
season to season even in the same country, depending on the 
climate, the actual atmospheric parameters, economic develop-
ment of the region, size of the power system, size of the country 
and its population, etc. The exemplary results change a lot, for 
example the paper [7] declared MAPE = 3.30% for Cyprus, 
while the paper [9] 1.51% of RMSRE for Shaanxi province of 
China. As we can see they differ a lot, even in choosing the 
quality measures.

5.	 Conclusions

The paper has presented the novel approach to the integration of 
an ensemble in time series prediction problems. Individual pre-
dictor applied in such task leads usually to the solution, which is 
optimal from the point of view of the applied method, however, 
not necessarily in the global scale. Ensembles of predictors are 
well-known answers to such problem by taking advantage of 
diversity among the models to reduce both the bias and vari-
ance components of the prediction error. However, the success 
in using ensemble depends in large degree on integration of 
results of the individual units forming ensemble. The classical 
approaches rely on statistics of prediction errors of the indi-
vidual predictors obtained in the learning phase. However, it is 
known that in such methods the final result may be inferior to 
the best unit of the ensemble.

This paper has proposed the new approach to integration 
of an ensemble, called the local dynamic method. In contrast 
to the existing classical methods the final verdict of ensemble 
is produced by only one member, selected as the best for the 
particular testing sample. The other, worse units, are simply 
ignored in this stage. In the prediction task for the particular 
testing sample different units of the ensemble might win, de-
pending on their local accuracy for this specified sample.

The numerical experiments performed for the prediction 
of daily average of PM10 pollution as well as forecasting the 
24-hour load consumption for the next day have shown the 
superiority of our approach. All measures of prediction quality 
have been significantly improved in comparison to either in-
dividual predictors or the predictors arranged in the ensemble, 
but integrated using the classical approaches, based on statistics 
of learning stage.

Future work will include a larger exploration of this topic 
by adding more prediction units in an ensemble, each operating 
on different principle. Further numerical experiments covering 
wider horizon of data used in prediction process should be also 
performed.
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