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Differences between liquid and gas transport at the microscale
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Abstract. Traditional fluid mechanics edifies the indifference between liquid and gas flows as long as certain similarity parameters – most
prominently the Reynolds number – are matched. This may or may not be the case for flows in nano- or microdevices. The customary
continuum, Navier-Stokes modelling is ordinarily applicable for both air and water flowing in macrodevices. Even for common fluids such as
air or water, such modelling bound to fail at sufficiently small scales, but the onset for such failure is different for the two forms of matter.
Moreover, when the no-slip, quasi-equilibrium Navier – Stokes system is no longer applicable, the alternative modelling schemes are different
for gases and liquids. For dilute gases, statistical methods are applied and the Boltzmann equation is the cornerstone of such approaches.
For liquid flows, the dense nature of the matter precludes the use of the kinetic theory of gases, and numerically intensive molecular dynamics
simulations are the only alternative rooted in first principles. The present article discusses the above issues, emphasizing the differences between
liquid and gas transport at the microscale and the physical phenomena unique to liquid flows in minute devices.
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1. Introduction

Almost three centuries apart, the imaginative novelists quoted
above contemplated the astonishing, at times frightening pos-
sibilities of living beings much bigger or much smaller than us.
In 1959, the physicist Richard Feynman envisioned the fabri-
cation of machines minutely small as compared to their mak-
ers. Tool making has always differentiated our species from
all others on Earth. Aerodynamically correct wooden spears
were carved by archaic Homo sapiens close to 400,000 years
ago. Man builds things consistent with his size, typically in the
range of two orders of magnitude larger or smaller than him-
self, as indicated in Fig. 1. But humans have always striven
to explore, build and control the extremes of length and time
scales. In the voyages to Lilliput and Brobdingnag of Gul-
liver’s Travels, Jonathan Swift speculated on the remarkable
possibilities which diminution or magnification of physical di-
mensions provides. The Great Pyramid of Khufu was origi-
nally 147 m high when completed around 2600 B.C., while
the Empire State Building constructed in 1931 is presently –
after the addition of a television antenna mast in 1950–449
m high. At the other end of the spectrum of man-made arti-
facts, a dime is slightly less than 2 cm in diameter. Watch-
makers have practiced the art of miniaturization since the thir-
teenth century. The invention of the microscope in the sev-
enteenth century opened the way for direct observation of mi-
crobes and plant and animal cells. Smaller things were man-
made in the latter half of the twentieth century. The transistor-
invented in 1947-in today’s integrated circuits has a gate length

of 45 nanometers, and approaches 10 nm in research labora-
tories (source: International Technology Roadmap for Semi-
conductors,http://public.itrs.net ). But what about
the miniaturization of mechanical parts-machines-envisioned
by Richard Feynman [1] in a legendary lecture delivered
in 1959?

Microelectromechanical systems (MEMS) refer to devices
that have characteristic length of less than 1 mm but more
than 1 micron, that combine electrical and mechanical com-
ponents, and that are fabricated using integrated circuit batch-
processing technologies. MEMS are finding increased appli-
cations in a variety of industrial and medical fields, with a po-
tential worldwide market in the billions of dollars. Accelerom-
eters for automobile airbags, keyless entry systems, dense ar-
rays of micromirrors for high-definition optical displays, scan-
ning electron microscope tips to image single atoms, micro-
heat-exchangers for cooling of electronic circuits, reactors for
separating biological cells, blood analyzers and pressure sen-
sors for catheter tips are but a few of current usage. Microd-
ucts are used in infrared detectors, diode lasers, miniature gas
chromatographs and high-frequency fluidic control systems.
Micropumps are used for ink jet printing, environmental test-
ing and electronic cooling. Potential medical applications for
small pumps include controlled delivery and monitoring of
minute amount of medication, manufacturing of nanoliters of
chemicals and development of artificial pancreas. The much
sought-after lab-on-a-chip is promising to automate biology
and chemistry to the same extent the integrated circuit has al-
lowed large-scale automation of computation [2].
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Fig. 1. The Scale of things in meter. Lower scale continues in the upper bar from left to right. Reproduced with permission (after Ref. 3)

Not all MEMS devices involve fluid flows, but the present
paper will focus on the ones that do. Gas flows will first
be briefly discussed, but the emphasis of the paper will be
on liquid flows. Microducts, micropumps, microturbines, mi-
crovalves, microcombustors, synthetic jets and lab-on-a-chip
are examples of small devices involving the flow of liquids
and gases. Because of size limitation, the present paper only
touches on its broad subject matter, with particular emphasis
on liquid flows and surface phenomena, and the reader is re-
ferred to several other sources for further details [2–6].

2. Fluid mechanics issues
The rapid progress in fabricating and utilizing microelectrome-
chanical systems during the last decade has not been matched
by corresponding advances in our understanding of the un-
conventional physics involved in the operation and manufac-
ture of small devices. Providing such understanding is crucial
to designing, optimizing, fabricating and operating improved
MEMS devices.

Fluid flows in small devices differ from those in macro-
scopic machines. The operation of MEMS-based ducts, noz-
zles, valves, bearings, turbomachines, combustors, synthetic
jets, etc., cannot always be predicted from conventional flow
models such as the Navier-Stokes equations with no-slip
boundary condition at a fluid-solid interface, as routinely and
successfully applied for larger flow devices. Many questions
have been raised when the results of experiments with mi-
crodevices could not be explained via traditional flow mod-
elling. The pressure gradient in a long microduct was observed
to be non-constant and the measured flowrate was higher than
that predicted from the conventional continuum flow model.
Slip flow has been observed in microchannels. Load capacities
of microbearings were diminished and electric currents needed
to move micromotors were extraordinarily high. The dynamic
response of micromachined accelerometers operating at atmo-
spheric conditions was observed to be over-damped.

In the early stages of development of this exciting new
field, the objective was to build MEMS devices as productively

as possible. Microsensors were reading something, but not
many researchers seemed to know exactly what. Microactu-
ators were moving, but conventional modelling could not pre-
cisely predict their motion. After a decade of unprecedented
progress in MEMS technology, perhaps the time is now ripe
to take stock, slow down a bit and answer the many questions
that arose. The ultimate aim of this long-term exercise is to
achieve rational-design capability for useful microdevices and
to be able to characterize definitively and with as little empiri-
cism as possible the operations of microsensors and microac-
tuators.

In dealing with fluid flow through microdevices, one is
faced with the question of which model to use, which bound-
ary condition to apply and how to proceed to obtain solutions
to the problem at hand. Obviously surface effects dominate in
small devices. The surface-to-volume ratio for a machine with
a characteristic length of 1 m is 1 m−1, while that for a MEMS
device having a size of 1µm is 106 m−1. The million-fold
increase in surface area relative to the mass of the minute de-
vice substantially affects the transport of mass, momentum and
energy through the surface. The small length scale of microde-
vices may invalidate the continuum approximation altogether.
Slip flow, thermal creep, rarefaction, viscous dissipation, com-
pressibility, intermolecular forces and other unconventional ef-
fects may have to be taken into account, preferably using only
first principles such as conservation of mass, Newton’s second
law, and conservation of energy.

In this paper, I shall discuss liquid flows and surface phe-
nomena. To place the topic in perspective, gas flows in mi-
crodevices will first be discussed briefly. Microfluid mechanics
of liquids is more complicated than that for gases. The liquid
molecules are much more closely packed at normal pressures
and temperatures, and the attractive or cohesive potential be-
tween the liquid molecules as well as between the liquid and
solid ones plays a dominant role if the characteristic length of
the flow is sufficiently small. In cases when the traditional con-
tinuum model fails to provide accurate predictions or postdic-
tions, expensive molecular dynamics simulations seem to be
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the only first-principle approach available to rationally charac-
terize liquid flows in microdevices. Such simulations are not
yet feasible for realistic flow extent or number of molecules.
As a consequence, the microfluid mechanics of liquids is much
less developed than that for gases.

3. Fluid modelling
There are basically two ways of modelling a flowfield. Either
as the fluid really is – a collection of molecules – or as a contin-
uum where the matter is assumed continuous and indefinitely
divisible. The former modelling is subdivided into determinis-
tic methods and probabilistic ones, while in the latter approach
the velocity, density, pressure, etc., are defined at every point
in space and time, and conservation of mass, energy and mo-
mentum lead to a set of nonlinear partial differential equations
(Euler, Navier-Stokes, Burnett, etc.). Fluid modelling classifi-
cation is depicted schematically in Fig. 2.

Fig. 2. Molecular and continuum flow models. Reproduced with per-
mission (after Ref. 3)

Fluid and heat flows in conventional macrodevices is tradi-
tionally modelled using the principles of conservation of mass,
momentum (Newton’s second law), and energy (first law of
thermodynamics). Additionally, all processes are constrained
by the second law of thermodynamics. Those principles are
typically expressed in the form of partial differential field equa-
tions, where the macroscopic quantities of interest such as
velocity, temperature, pressure, etc., depend on a continuum
space and time. The first principles, as expressed to describe
fluid-transport phenomena in conventional devices, are collec-
tively called the Navier-Stokes equations, a system of nonlin-
ear partial differential equations subject to a sufficient number
of initial and boundary conditions, the latter is typically in the
form of no velocity slip and no temperature jump at a fluid-
solid interface.

There are three fundamental assumptions that must be sat-
isfied in order for the Navier-Stokes equations to be valid:

— The Newtonian framework of mechanics – which speci-
fies that mass and energy are conserved separately and
that, in an inertial frame of reference, the sum of all
forces is equal to the rate of change of momentum – is
valid.

— The continuum approximation – which assumes that
space and time are indefinitely divisible continuum – is
applicable.

— Thermodynamic equilibrium or at least quasi-
equilibrium – which permits linear relations between
stress and rate of strain and between heat flux and tem-
perature gradient – is assumed.

Fluid isotropy and stress tensor symmetry are also typically,
albeit not always, assumed. Violation of any one of the three
assumptions listed above invalidates the Navier-Stokes equa-
tions and alternative modelling is then called for. We elaborate
on the three assumptions in turn.

3.1. Newtonian framework. The fluid motions under con-
sideration are assumed non-relativistic, i.e. their characteristic
velocities are far below the speed of light. Thus, mass and en-
ergy are not interchangeable and each is separately conserved.
As long as we are not dealing with atomic or subatomic par-
ticles or, at the other extreme of length scale, with stars and
galaxies, the Newtonian framework is an excellent modelling
tool for most problems in mechanics including those dealing
with microelectromechanical systems. Quantum and relativis-
tic mechanics are clearly beyond the scope of the present paper.
Therefore, the Newtonian assumption is one that we no longer
have to revisit for the rest of this article.

3.2. Continuum model. In both solid and fluid mechanics,
the continuum approximation implies that the spatial and tem-
poral derivatives of all the macroscopic dependent variables
exist in some reasonable sense. In other words, local proper-
ties such as density, velocity, stress and heat flux are defined
as averages over elements sufficiently large compared with the
microscopic structure in order to guarantee a sufficiently large
number of molecules inside each fluid element and thus to ef-
fect molecular chaos, but small enough in comparison with the
scale of the macroscopic phenomena to permit the use of dif-
ferential calculus to describe those properties. The continuum
approximation is almost always met, but exceptions do exist.
The resulting equations therefore cover a very broad range of
situations, the exception being flows with spatial scales that
are not much larger than the mean distance between the fluid
molecules, as for example in the case of rarefied gases, shock
waves that are thin relative to the molecular distances, and
some flows in micro- and nanodevices. We will describe later
the precise conditions under which the continuum approxima-
tion fails for certain minute devices.

It should be emphasized that the continuum approxima-
tion in and by itself leads to an indeterminate set of equations,
i.e. more unknowns than equations [7]. To close the resulting
system of partial differential equations, relations between the
stress and rate of strain and between the heat flux and temper-
ature gradient are needed. At least for compressible flows, two
equations of state, relating density and internal energy each
to pressure and temperature, are also required. The fact that
the continuum approximation does not necessarily lead to the
Navier-Stokes equations is a subtle point that is often confused
in the literature.
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3.3. Thermodynamic equilibrium. Thermodynamic equili-
brium implies that the macroscopic quantities have sufficient
time to adjust to their changing surroundings. In motion, exact
thermodynamic equilibrium is impossible as each fluid particle
is continuously having volume, momentum or energy added or
removed, and so in fluid dynamics and heat transfer we speak
of quasi-equilibrium. The second law of thermodynamics im-
poses a tendency to revert to equilibrium state, and the defin-
ing issue here is whether or not the flow quantities are adjust-
ing fast enough. The reversion rate will be very high if the
molecular time and length scales are very small as compared
to the corresponding macroscopic flow-scales. This will guar-
antee that numerous molecular collisions will occur in suffi-
ciently short time to equilibrate fluid particles whose properties
vary little over distances comparable to the molecular length
scales. For gases, the characteristic length for molecular colli-
sion is the mean free path,L, the average distance traveled by
a molecule before colliding with another. WhenL is, say, one
order of magnitude smaller than the flow length scale, macro-
scopic quantities such as velocity and temperature will have
nearly linear gradients over molecular distances, and it is on
these gradients alone that departure from equilibrium will de-
pend. Therefore, the quasi-equilibrium assumption signifies
that the stress is linearly related to the rate of strain (Newto-
nian fluids) and the heat flux is linearly related to the tempera-
ture gradient (Fourier fluids). These issues have been described
quite eloquently by Lighthill [8]. Thermodynamic equilibrium
additionally gives rise to the no-slip and no-temperature-jump
boundary conditions [8,9].

As is the case with the continuum approximation, the
quasi-equilibrium assumption can be violated under certain
circumstances relevant to microdevices. In these cases, alter-
natives to the no-slip condition or even to the Navier-Stokes
equations themselves must be sought. We are now ready to
quantify the conditions under which the continuum approxi-
mation or the quasi-equilibrium assumption can be made. For
gases at least, the answer to both questions is well known from
statistical thermodynamics particularly as was extensively ap-
plied to rarefied gas dynamics half a century ago [9,10]. For
that reason we discuss gas flows first deferring the discussion
of liquid flows to afterward.

4. Gas flows

The well-known chart reproduced in Fig. 3 clearly illustrates
the answer we are seeking. All scales in this plot are logarith-
mic. The bottom abscissa represents the density normalized
with a reference density,ρ/ρ0, or equivalently the normalized
number density (number of molecules per unit volume),n/n0.
The top abscissa is the average distance between molecules
normalized with the molecular diameter,δ/σ. Clearly, the den-
sity ratio is proportional to the inverse cube ofδ/σ. The left
ordinate represents a characteristic flow dimension,L, in me-
ter. This can be computed from a characteristic macroscopic
property, such as density, divided by the absolute value of its
gradient. The right ordinate is the length scale normalized with

the molecular diameter,L/σ. The chart in Fig. 3 depicts a gas
having a molecular diameter ofσ = 4×10−10 m, which di-
ameter very closely represents air modelled as rigid spheres.
Similar charts can be drawn for other gases.

Fig. 3. Effective limits of different flow models. Reproduced with
permission (after Ref. 10)

The vertical line inserted in Fig. 3 represents the bound-
ary between dilute gas and dense one. Dilute gas is to the
left of this line whereδ/σ > 7. For such gas, intermolecu-
lar forces play no role and the molecules spend most of their
time in free flight between brief collisions at which instances
the molecules’ direction and speed abruptly change. Addition-
ally, the probability of more than two molecules colliding is
minuscule. We then speak of only binary collisions, and all the
simplifications of the powerful kinetic theory of gases can be
invoked when dealing with dilute gases. Dry air at standard
conditions has a pressure of1.01×105 N/m2, temperature of
288 K, density ratio of 1, andδ/σ = 9. Standard air is there-
fore a dilute, ideal gas, but barely.

The gently sloped line in Fig. 3 indicates the limit of
molecular chaos. When averaging over many molecules to
compute macroscopic quantities, insignificant statistical fluc-
tuations occur when there is at least 100 molecules to the side
L/δ > 100, in other words when at least 1 million molecules
reside inside the smallest macroscopic fluid volume of interest.
Therefore, the continuum approximation is valid only on top of
that line. The molecular chaos restriction improves the accu-
racy of computing the macroscopic quantities from the micro-
scopic information. In essence, the volume over which aver-
ages are computed has to have sufficient number of molecules
to reduce statistical errors. It can be shown that computing
macroscopic flow properties by averaging over a number of
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molecules will result in statistical fluctuations with a stan-
dard deviation of approximately 0.1% if one million molecules
are used, around 3% if one thousand molecules are used, and
so on.

The steeper line in Fig. 3 indicates the boundary of valid-
ity of the quasi-equilibrium assumption. This limit is governed
by the Knudsen number,Kn ≡ L/L, which is the ratio of
the mean free path to the characteristic macroscopic length.
Navier-Stokes equations are valid only ifKn < 0.1 (above
the steeper line), although the no-slip condition demands the
stricter limit of Kn < 0.001. The line corresponding to the
stricter limit is parallel to the steeper line in Fig. 3, but shifted
upward by two decades. The mean free path is proportional
to n−1, and therefore the slope of the quasi-equilibrium line,
in the logarithmic plot, is three times steeper than that of the
molecular chaos line. Much of that has been known since the
classical experiments conducted by Knudsen [11]. These ex-
periments have been recently repeated with great precision at
the U.S. National Institute of Standards and Technology by Ti-
son [12] and reported by Beskok et al. [13].

How does all that relate to microdevices? As density is re-
duced, the gas changes from dense to dilute. As size shrinks
for a low-density gas, the flow slips, followed by a failure of
the Navier-Stokes equation, followed by a failure of the con-
tinuum approximation altogether. For a dense gas, a reverse
trend is observed asL is reduced: the continuum approxima-
tion fails first followed by a failure of the quasi-equilibrium
assumption. Clearly, the continuum approximation and the
quasi-equilibrium assumption are two different things. The
two lines in Fig. 3 describing the two respective limits meet
only at a single point.

To give a concrete example, for air at 1 atm, slip occurs
if L < 100 microns, (stress)-(rate of strain) relation becomes
nonlinear if L < 1 micron, and the continuum approxima-
tion fails altogether ifL < 0.4 micron. For air at10−3 atm,
slip occurs ifL < 100 mm, (stress)–(rate of strain) relation
becomes nonlinear ifL < 1 mm, and the continuum approxi-
mation fails ifL < 4 microns. Light gases such as Helium will
reach those limits at considerably larger characteristic lengths.
All of those conditions are well within the operating ranges of
micro- and nanodevices. Thus, there are circumstances when
transport in microdevices should not be modelled using the tra-
ditional equations.

The next step for both gas and liquid flows is to figure out
what to do if conventional modelling fails. For gases at least,
there are first-principles equations that give the precise amount
of slip or temperature jump to include in case the Knudsen
number exceeds the critical limit of 0.001 [3]. Higher-order
equations such as those of Burnett can replace the Navier-
Stokes equations whenKn exceeds 0.1. Finally, if the con-
tinuum approximation fails altogether, the fluid can be mod-
elled as it really is, a collection of molecules. There, one
can use molecular dynamics simulations (for liquids), Boltz-
mann equation (for dilute gases), or direct simulations Monte
Carlo (also for dilute gases). Subject to their own limitations,

all the molecular-based models can also be used in lieu of
higher-order momentum and energy equations, i.e. for non-
equilibrium, continuum situations. All the strategies listed here
are schematically depicted in Fig. 2, and described in greater
details in the books by Karniadakis and Beskok [6] and Gad-
el-Hak [5].

5. Liquid flows

From the continuum point of view, liquids and gases are both
fluids obeying the same equations of motion. For incompress-
ible flows, for example, the Reynolds number is the primary
dimensionless parameter that determines the character of the
flowfield for a given geometry. True, water, for example, has
density and viscosity that are, respectively, three and two or-
ders of magnitude higher than those for air, but if the Reynolds
number and geometry are matched, liquid and gas flows should
be identical1. For MEMS applications, however, we anticipate
the possibility of non-equilibrium flow conditions and the con-
sequent invalidity of the Navier-Stokes equations and the no-
slip boundary conditions. Such circumstances can best be re-
searched using the molecular approach. This was discussed for
gases in the previous section, and the corresponding arguments
for liquids will be given in the present section. The literature
on non-Newtonian fluids in general and polymers in particular
is vast (for example, the bibliographic survey by Nadolink and
Haigh [14] cites over 4,900 references on polymer drag reduc-
tion alone) and provides a rich source of information on the
molecular approach for liquid flows.

Solids, liquids and gases are distinguished merely by the
degree of proximity and the intensity of motions of their con-
stituent molecules. In solids, the molecules are packed closely
and confined, each hemmed in by its neighbours [9]. Only
rarely would one solid molecule slip from its neighbours to join
a new set. As the solid is heated, molecular motion becomes
more violent and a slight thermal expansion takes place. At
a certain temperature that depends on ambient pressure, suffi-
ciently intense motion of the molecules enables them to pass
freely from one set of neighbours to another. The molecules
are no longer confined but are nevertheless still closely packed,
and the substance is now considered a liquid. Further heat-
ing of the matter eventually releases the molecules altogether,
allowing them to break the bonds of their mutual attractions.
Unlike solids and liquids, the resulting gas expands to fill any
volume available to it.

Unlike solids, both liquids and gases cannot resist finite
shear force without continuous deformation; that is the defini-
tion of a fluid medium. In contrast to the reversible, elastic,
static deformation of a solid, the continuous deformation of a
fluid resulting from the application of a shear stress results in
an irreversible work that eventually becomes random thermal
motion of the molecules; that is viscous dissipation. There are
around 25 million molecules of STP air in a one-micron cube.
The same cube would contain around 34 billion molecules of
water. So, liquid flows are continuum even in extremely small

1Barring phenomena unique to liquids such as cavitation, free surface flows, etc.
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devices through which gases would not be considered contin-
uum. The average distance between molecules in the gas ex-
ample is one order of magnitude higher than the diameter of
its molecules, while that for the liquid phase approaches the
molecular diameter. As a result, liquids are almost incom-
pressible. Their isothermal compressibility coefficientα and
bulk expansion coefficientβ are much smaller compared to
those for gases. For water, for example, a hundred-fold in-
crease in pressure leads to less than 0.5% decrease in volume.
Sound speeds through liquids are also high relative to those
for gases, and as a result most liquid flows are incompress-
ible2. Notable exceptions to that are propagation of ultra-high-
frequency sound waves and cavitation phenomena.

The mechanisms through which liquids transport mass,
momentum and energy must be very different from those of
gases. In dilute gases, intermolecular forces play no role and
the molecules spend most of their time in free flight between
brief collisions at which instances the molecules’ direction and
speed abruptly change. The random molecular motions are re-
sponsible for gaseous transport processes. In liquids, on the
other hand, the molecules are closely packed though not fixed
in one position. In essence, the liquid molecules are always in
a collision state. Applying a shear force must create a velocity
gradient so that the molecules move relative to one another,ad
infinitumas long as the stress is applied. For liquids, momen-
tum transport due to the random molecular motion is negligible
compared to that due to the intermolecular forces. The strain-
ing between liquid molecules causes some to separate from
their original neighbours, bringing them into the force field of
new molecules. Across the plane of the shear stress, the sum
of all intermolecular forces must, on the average, balance the
imposed shear. Liquids at rest transmit only normal force, but
when a velocity gradient occurs, the net intermolecular force
will have a tangential component.

The incompressible Navier-Stokes equations describe liq-
uid flows under most circumstances. But what are the con-
ditions for which the no-slip Navier-Stokes equations fail to
adequately describe liquid flows? In other words, how small
does a device have to be before a particular liquid flow starts
slipping perceptibly and for the stress-strain relation to be-
come nonlinear? Answering this question from first principles
is the holy grail of microfluidic modelling . Liquids do not
have a well-advanced molecular-based theory as that for di-
lute gases. The concept of mean free path is not very useful
for liquids and the conditions under which a liquid flow fails
to be in quasi-equilibrium state are not well defined. There is
no Knudsen number for liquid flows to guide us through the
maze. We do not know, from first principles, the conditions
under which the no-slip boundary condition becomes inaccu-
rate, or the point at which the (stress)–(rate of strain) relation
or the (heat flux)–(temperature gradient) relation fails to be lin-
ear. Certain empirical observations indicate that those simple
relations that we take for granted occasionally fail to accurately
model liquid flows. For example, it has been shown in rheo-

logical studies [15] that non-Newtonian behaviour commences
when the strain rate approximately exceeds twice the molecu-
lar frequency-scale

γ̇ =
∂u

∂y
≥ 2T−1 (1)

where the molecular timeT scale is given by

T =
[
mσ2

ε

]1/2

(2)

wherem is the molecular mass, andσ andε are respectively
the characteristic length and energy scales for the molecules.
For ordinary liquids such as water, this time scale is ex-
tremely small and the threshold shear rate for the onset of non-
Newtonian behaviour is therefore extraordinarily high. For
high-molecular-weight polymers, on the other hand,m andσ
are both many orders of magnitude higher than their respec-
tive values for water, and the linear stress-strain relation breaks
down at realistic values of the shear rate.

As is the case for gas flows, the threshold for the occur-
rence of measurable slip in liquid flows is expected to be higher
(in terms of, say, channel height) than that necessary for the oc-
currence of nonlinear stress-strain relation. The moving con-
tact line when a liquid spreads on a solid substrate is an ex-
ample where slip flow must be allowed to avoid singular or
unrealistic behaviour in the Navier-Stokes solutions [16–19].
Other examples where slip-flow must be admitted include cor-
ner flows [20,21] and extrusion of polymer melts from capil-
lary tubes [22–24]. Wall slip in polymer extrusion is discussed
extensively by Den [25]. The recent chapter by Lauga, Bren-
ner and Stone [26] provides a comprehensive treatment of the
no-slip boundary condition for Newtonian and non-Newtonian
fluids as well as for polar and non-polar liquids. These authors
trace the issue to its 19th century roots, and survey both the
experimental and analytical aspects of the problem.

Existing experimental results of liquid flow in microde-
vices are contradictory. This is not surprising given the dif-
ficulty of such experiments and the lack of a guiding ratio-
nal theory. References [27-30] summarize the relevant liter-
ature. For small-length-scale flows, a phenomenological ap-
proach for analyzing the data is to define anapparentviscosity
µa calculated so that if it were used in the traditional no-slip
Navier-Stokes equations instead of the actual fluid viscosityµ,
the results would be in agreement with experimental observa-
tions. Israelachvili [31] and Gee et al. [32] found thatνa = µ
for thin-film flows as long as the film thickness exceeds 10
molecular layers (≈5 nm). For thinner films,µa depends on
the number of molecular layers and can be as much as105

times larger thanµ. Chan and Horn’s results [33] are some-
what different: the apparent viscosity deviates from the fluid
viscosity for films thinner than 50 nm.

In polar-liquid flows through capillaries, Migun and
Prokhorenko [34] report thatµa increases for tubes smaller
than 1 micron in diameter. In contrast, Debye and Cleland

2Note that we distinguish between a fluid and a flow being compressible/incompressible. For example, theflow of the highly compressible air can be either
compressible or incompressible.

306 Bull. Pol. Ac.: Tech. 53(4) 2005



Differences between liquid and gas transport at the microscale

[35] reportµa smaller thanµ for paraffin flow in porous glass
with average pore size several times larger than the molecu-
lar length scale. Experimenting with microchannels ranging in
depths from 0.5 micron to 50 microns, Pfahler et el. [27] found
thatµa is consistently smaller thanµ for both liquid (isopropyl
alcohol; silicone oil) and gas (nitrogen; helium) flows in mi-
crochannels. For liquids, the apparent viscosity decreases with
decreasing channel depth. Other researchers using small cap-
illaries report thatµa is about the same asµ [36–41].

More recently, Sharp [42] and Sharp et al. [43] asserted
that, despite the significant inconsistencies in the literature re-
garding liquid flows in microchannels, such flows are well pre-
dicted by macroscale continuum theory. A case can be made
to the contrary, however, as will be seen at the end of Section
7, and the final verdict on this controversy is yet to come.

The above contradictory results point to the need for re-
placing phenomenological models by first-principles ones.
The lack of molecular-based theory of liquids – despite ex-
tensive research by the rheology and polymer communities
– leaves molecular dynamics simulations (MD) as the near-
est weapon to first-principles arsenal. MD simulations offer
a unique approach to checking the validity of the traditional
continuum assumptions. However, as was pointed out earlier,
such simulations are limited to exceedingly minute flow extent.
Koplik and Banavar [21] offer a useful primer on the history,
principles, applications and limitations of molecular dynamics
simulations. We provide in the following section a brief dis-
cussion of MD simulations.

6. Molecular dynamics simulations

The molecular models recognize the fluid as a myriad of dis-
crete particles: molecules, atoms, ions and electrons. The goal
here is to determine the position, velocity and state of all par-
ticles at all times. The molecular approach is either determin-
istic or probabilistic (refer to Fig. 2), and the former is the
most fundamental of the molecular approaches. The motion of
the molecules are governed by the laws of classical mechanics,
although, at the expense of greatly complicating the problem,
the laws of quantum mechanics can also be considered in spe-
cial circumstances. The modern molecular dynamics computer
simulations have been pioneered by Alder and Wainwright
[44–46], and reviewed by Ciccotti and Hoover [47], Allen and
Tildesley [48], Haile [49], and Koplik and Banavar [21].

The MD simulation begins with a set ofN molecules in a
region of space, each assigned a random velocity correspond-
ing to a Boltzmann distribution at the temperature of interest.
The interaction between the particles is prescribed typically
in the form of a two-body potential energy and the time evo-
lution of the molecular positions is determined by integrating
Newton’s equations of motion, one for each molecule. Be-
cause MD is based on the most basic set of equations, it is
valid in principle for any flow extent and any range of param-
eters. The method is straightforward in principle but there are
two hurdles: choosing a proper and convenient potential for
particular fluid and solid combinations, and the colossal com-
puter resources required to simulate a reasonable flowfield ex-

tent. A significant advantage of molecular dynamics simula-
tions is that the relation between the stress and rate of strain as
well as between the heat flux and temperature gradient comes
out as part of the answer. In other words, whether the fluid
is Newtonian/non-Newtonian or Fourier/non-Fourier does not
have to be assumed. Likewise, the presence/absence of mo-
mentum or energy slip at a solid wall comes out as part of
the answer. The issue of thermodynamic equilibrium or lack
thereof is therefore moot.

For purists, the difficulty of choosing a potential is a sticky
one. There is no totally rational methodology by which a con-
venient potential can be favoured. Part of the art of molec-
ular dynamics simulations is to pick an appropriate potential
and validate the simulation results with experiments or other
analytical/computational results. By astutely choosing the po-
tential and its parameters, one can essentially obtain any de-
sired result; a clear weakness of the MD approach. A com-
monly used potential between two molecules is the general-
ized Lennard-Jones 6–12 potential, to be used in the following
section and further discussed in the section following that.

The second difficulty, and by far the most serious limi-
tation of molecular dynamics simulations, is the number of
moleculesN that can realistically be modelled on a digital
computer. Since the computation of an element of trajectory
for any particular molecule requires consideration ofall other
molecules as potential collision partners, the amount of com-
putation required by the MD method is proportional toN2.
Some saving in computer time can be achieved by cutting off
the weak tail of the potential (see Fig. 4) at, say,rc = 2.5σ,
and shifting the potential by a linear term inr so that the force
goes smoothly to zero at the cutoff. As a result, only nearby
molecules are treated as potential collision partners, and the
computation time forN molecules no longer scales withN2.

Fig. 4. Typical Lennard-Jones 6–12 potential and the intermolecu-
lar force field resulting from it. Only a small portion of the potential

function is shown for clarity

The state of the art of molecular dynamics simulations in
the early 2000s is such that with a few hours of CPU time,
general-purpose supercomputers can handle around 100,000
molecules. At enormous expense, the fastest parallel machine
available can simulate around 10 million particles, although
more recent reports of an order-of-magnitude higher number of
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molecules have been made (MIT’s Nicolas G. Hadjiconstanti-
nou; private communication). Because of the extreme diminu-
tion of molecular scales, the 10 million figures translates into
regions of liquid flow of about 0.06µm (600 Angstroms) in
linear size, over time intervals of around 0.001 ms, enough for
continuum behaviour to set in for simple molecules. To simu-
late 1 s of real time for complex molecular interactions, e.g. in-
cluding vibration modes, reorientation of polymer molecules,
collision of colloidal particles, etc., requires unrealistic CPU
time measured in hundreds of years.

MD simulations are highly inefficient for dilute gases
where the molecular interactions are infrequent. The simu-
lations are more suited for dense gases and liquids. Clearly,
molecular dynamics simulations are reserved for situations
where the continuum approach or the statistical methods are in-
adequate to compute from first principles important flow quan-
tities. Slip boundary condition for a liquid flow in an extremely
small device is such a case, as will be discussed in the follow-
ing section.

7. A typical md result

Thompson and Troian [50] provide molecular dynamics sim-
ulations to quantify the slip-flow boundary condition depen-
dence on shear rate. Recall the linear Navier boundary condi-
tion introduced in 1823, [51],

∆u

∣∣∣∣w = ufluid − uwall = Ls
∂u

∂y

∣∣∣∣
w

(3)

whereLs is the constant slip length, and(∂u/∂y)|w is the
strain rate computed at the wall. The goal of Thompson and
Troian’s simulations was to determine the degree of slip at
a solid-liquid interface as the interfacial parameters and the
shear rate change. In their simulations, a simple liquid un-
derwent planar shear in a Couette cell as shown in Fig. 5.
The typical cell measured12.51×7.22×h, in units of molec-
ular length scaleσ, where the channel depthh varied in the
range of16.71σ − 24.57σ, and the corresponding number of
molecules simulated ranged from 1,152 to 1,728. The liquid
is treated as an isothermal ensemble of spherical molecules. A
shifted Lennard-Jones 6–12 potential is used to model inter-
molecular interactions, with energy and length scalesε andσ,
and cut-off distancerc = 2.2σ:

V (r) = 4ε

[( r

σ

)−12

−
( r

σ

)−6

−
(rc

σ

)−12

+
(rc

σ

)−6
]

.

(4)
The truncated potential is set to zero forr > rc.

The fluid-solid interaction is also modelled with a trun-
cated Lennard-Jones potential, with energy and length scales
εwf andσwf , and cut-off distancerc. The equilibrium state of
the fluid is a well-defined liquid phase characterized by num-
ber densityn = 0.81σ−3 and temperatureT = 1.1ε/k, where
k is the Boltzmann constant.

Fig. 5. Velocity profiles in a Couette flow geometry at different in-
terfacial parameters. All three profiles are forU = σT−1, and
h = 24.57σ. The dashed line is the no-slip Couette-flow solution.

Reproduced with permission (after Ref. 50)

The steady state velocity profiles resulting from Thomp-
son and Troian’s MD simulations [50] are depicted in Fig. 5
for different values of the interfacial parametersεwf , σwf and
nw. Those parameters, shown in units of the corresponding
fluid parameters , and , characterize, respectively, the strength
of the liquid-solid coupling, the thermal roughness of the in-
terface and the commensurability of wall and liquid densities.
The macroscopic velocity profiles recover the expected flow
behaviour from continuum hydrodynamics with boundary con-
ditions involving varying degrees of slip. Note that when slip
exists, the shear ratėγ no longer equalsU/h. The degree of
slip increases (i.e. the amount of momentum transfer at the
wall-fluid interface decreases) as the relative wall densitynw

increases or the strength of the wall-fluid couplingσwf de-
creases; in other words when the relative surface energy cor-
rugation of the wall decreases. Conversely, the corrugation is
maximized when the wall and fluid densities are commensu-
rate and the strength of the wall-fluid coupling is large. In this
case, the liquidfeelsthe corrugations in the surface energy of
the solid owing to the atomic close-packing. Consequently,
there is efficient momentum transfer and the no-slip condition
applies, or in extreme cases, a ‘stick’ boundary condition takes
hold.

Variations of the slip lengthLs and viscosityµ as func-
tions of shear ratėγ are shown in parts (a) and (b) of Fig. 6,
for five different sets of interfacial parameters. For Couette
flow, the slip length is computed from its definition,∆u|w/γ̇ =
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(U/γ̇−h)/2. The slip length, viscosity and shear rate are nor-
malized in the figure. Using the respective molecular scales for
lengthσ, viscosityεTσ−3, and inverse timeT−1. The viscos-
ity of the fluid is constant over the entire range of shear rates
(Fig. 6b), indicating Newtonian behaviour. As indicated ear-
lier, non-Newtonian behaviour is expected forγ̇ ≥ 2T−1, well
above the shear rates used in Thompson and Troian’s simula-
tions.

Fig. 6. Variation of slip length and viscosity as functions of shear rate.
Reproduced with permission (after Ref. 50)

At low shear rates, the slip length behaviour is consistent
with the Navier model, i.e. is independent of the shear rate.
Its limiting valueL0

s ranges from 0 to∼ 17σ for the range
of interfacial parameters chosen (Fig. 6a). In general, the
amount of slip increases with decreasing surface energy corru-
gation. Most interestingly, at high shear rates the Navier con-
dition breaks down as the slip length increases rapidly withγ̇.
The critical shear-rate value for the slip length to diverge,γ̇c,
decreases as the surface energy corrugation decreases. Surpris-
ingly, the boundary condition is nonlinear even though the liq-
uid is still Newtonian. In dilute gases, the linear slip condition
and the Navier-Stokes equations, with their linear stress-strain
relation, are both valid to the same order of approximation in
Knudsen number. In other words, deviation from linearity is
expected to take place at the same value ofKn = 0.1. In liq-
uids, in contrast, the slip length appears to become nonlinear
and to diverge at a critical value of shear rate well below the

shear rate at which the linear stress-strain relation fails. More-
over, the boundary condition deviation from linearity is not
gradual but is rather catastrophic. The critical value of shear
rate γ̇c signals the point at which the solid can no longer im-
part momentum to the liquid. This means that the same liquid
molecules sheared against different substrates will experience
varying amounts of slip and vice versa.

Based on the above results, Thompson and Troian [50] sug-
gest a universal boundary condition at a solid-liquid interface.
Scaling the slip lengthLs by its asymptotic limiting valueL0

s

and the shear ratėγ by its critical valueγ̇c, collapses the data
in the single curve shown in Fig. 7. The data points are well
described by the relation

Ls = L0
s

[
1− γ̇

γ̇c

]1/2

. (5)

The nonlinear behaviour close to a critical shear rate suggests
that the boundary condition can significantly affect flow be-
haviour at macroscopic distances from the wall. Experiments
with polymers confirm this observation [52]. The rapid change
in the slip length suggests that for flows in the vicinity ofγ̇c,
small changes in surface properties can lead to large fluctu-
ations in the apparent boundary condition. Thompson and
Troian [50] conclude that the Navier slip condition is but the
low-shear-rate limit of a more generalized universal relation-
ship that is nonlinear and divergent. Their relation provides
a mechanism for relieving the stress singularity in spreading
contact lines and corner flows, as it naturally allows for vary-
ing degrees of slip on approach to regions of higher rate of
strain.

Fig. 7. Universal relation of slip length as a function of shear rate.
Reproduced with permission (after Ref. 50)

To place the above results in physical terms, consider wa-
ter3 at a temperature ofT = 288 K. The energy scale in the
Lennard-Jones potential is thenε = 3.62×10−21 J. For water,
m = 2.99 × 10−26 kg, σ = 2.89 × 10−10 m, and at standard

3Water molecules are complex ones, forming directional, short-range covalent bonds; thus requiring a more complex potential than the Lennard-Jones to
describe the intermolecular interactions. For the purpose of the qualitative example described here, however, we use the computational results of Thompson and
Troian [50] who employed the L-J potential.
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temperaturen = 3.35 × 1028 molecules/m3. The molecular
time scale can thus be computed,

T = [mσ2/ε]1/2 = 8.31× 10−13 s. (6)

For the third case depicted in Fig. 7 (the open squares),
γ̇cT = 0.1, and the critical shear rate at which the slip con-
dition diverges is thuṡγc = 1.2×1011 s−1. Such an enormous
rate of strain4 may be found in extremely small devices having
extremely high speeds. On the other hand, the conditions to
achieve a measurable slip of17σ (the solid circles in Fig. 6)
are not difficult to encounter in microdevices: density of solid
four times that of liquid, and energy scale for wall-fluid inter-
action that is one fifth of energy scale for liquid.

The limiting value of slip length is independent of the
shear rate and can be computed for water asL0

s = 17σ =
4.91× 10−9 m. Consider a water microbearing having a shaft
diameter of 100µm and rotation rate of 20,000 rpm and a min-
imum gap ofh = 1 µm. In this case,U = 0.1 m/s and the
no-slip shear rate isU/h = 105 s−1. When slip occurs at the
limiting value just computed, the shear rate and the wall slip-
velocity are computed as follows

γ̇ =
U

h + 2L0
s

= 9.90× 104 s−1 (7)

∆u|w = γ̇Ls = 4.87× 10−4 m/s (8)

As a result of the Navier slip, the shear rate is reduced by 1%
from its no-slip value, and the slip velocity at the wall is about
0.5% ofU , small but not insignificant.

8. Hybrid methods
At sufficiently small device scale for both liquid and gas flows,
the continuum and the quasi-equilibrium hypotheses eventu-
ally fail or at least yield increasingly inaccurate results. This
is true even for simple fluids such as air or water where non-
equilibrium effects, e.g. velocity slip, temperature jump, non-
Newtonian and non-Fourier behaviour, are not ordinarily ob-
served in macrodevices operating near room pressure and tem-
perature. Because of widely different molecular spacings, the
scale at which the traditional assumptions should no longer be
made clearly differs for dilute gases and for dense gases and
liquids.

Noting the difficulty of obtaining reliable experimental
data at the micro/nano scales, the no-slip Navier-Stokes equa-
tions themselves should not be used to determine the scale at
which those assumptions fail to provide accurate modelling of
the flow under consideration, as that is clearly a circular ar-
gument. The kinetic theory of dilute gases provides powerful
answers, and enables us to determine from first principles the
scales at which the no-slip assumption, the linear stress-rate
of strain relation, and the continuum hypothesis are no longer
valid. Note that those three assumptions fail at progressively
smaller device size, much the same as they do fail at progres-
sively lower density or higher altitude. For dense gases and
liquids, on the other hand, no such straightforward strategy as

the kinetic theory exists, first to answer the question of whether
or not the Navier-Stokes system is usable, and second to pro-
vide a more accurate alternative.

A molecular dynamics simulation offers a first-principles
solution to the problem, but is limited to unrealistically small
spatial and temporal scales. For example, the time step needed
to simulate pure water with fixed O–H bonds and H–O–H an-
gles is dictated by the fastest frequency needed to be resolved
and is of the order of 2 fs. To simulate a mere 1µs of real
time, a whopping 500 million time steps are needed, requir-
ing well above one year of CPU time. The physical phenom-
ena investigated in a typical microdevice occur over a broad
range of spatial and temporal scales. One way out of this co-
nundrum is to use a hybrid method, where the expensive, high-
resolution atomistic model is confined to flow regions in which
it is needed, e.g. near strong flow gradients and fluid-solid in-
terfaces, and the continuum model is used in the rest of the
computational domain. Such hybrid methods can in princi-
ple be used in solids [53–55], dilute gases [56–64], and liq-
uids [65–71]. In all cases, however, the challenge is to choose
the correct coupling method and to properly match the inter-
face between the atomistic and continuum regions. Coupling
is done based on the physics of the particular flow problem
investigated (whether the continuum flow is compressible or
incompressible; steady or unsteady), and is considered more
or less a solved problem [69,70]. On the other hand, passing
information from the continuum to the molecular subdomain is
a more subtle problem that at present has no satisfactory solu-
tion for dense gases and liquids. This is caused by our inability
to unambiguously define and recreate the interacting molecu-
lar state for a dense gas (or a liquid) from knowledge of the
continuum solution, which is essentially the first few moments
of the non-equilibrium distribution function (Nicolas G. Had-
jiconstantinou; private communication).

For dilute gases, the atomistic calculation of choice is the
Boltzmann equation simulation tool known as the direct sim-
ulation Monte Carlo (DSMC) [69]. Baker and Hadjiconstanti-
nou [72] assert that considerable saving in computational time
can be achieved by considering only the deviation from ther-
modynamic equilibrium. This is particularly important in the
low Mach number limit where DSMC is slow to converge as
it computes the Boltzmann collision integral. In this Mach
number limit, important for typical MEMS flows, the deviation
from equilibrium is modest and quicker convergence of the sta-
tistical sampling of macroscopic observables such as flow ve-
locity is achieved by Baker and Hadjiconstantinou’s variance
reduction technique.

Continuum-DSMC hybrid methods allows the simulation
of complex phenomena at the microscale without the pro-
hibitive cost of a purely atomistic calculation. The two com-
putational regimes are matched over a region of space where
both are assumed to be valid. For compressible flows, the
continuum and atomistic time steps are comparable, and ex-
plicit time integration with a finite-volume-type coupling tech-
nique is feasible. The adaptive mesh and algorithm refine-

4Note however thaṫγc for high-molecular-weight polymers would be many orders of magnitude smaller than the value developed here for water.

310 Bull. Pol. Ac.: Tech. 53(4) 2005



Differences between liquid and gas transport at the microscale

ment (AMAR) scheme proposed by Wijesinghe et al. [70]
provides a robust flux-based method for coupling an atomistic
fluid representation to a continuum model. The algorithm ex-
tends adaptive mesh refinement by introducing the molecular
description at the finest level of refinement. This is not possi-
ble generally for incompressible, dilute gas flows, as explicit
integration at the molecular time step becomes prohibitive. An
implicit method, based on a domain decomposition approach
known as the Schwarz alternating method, has been success-
fully demonstrated by Wijesingh and Hadjiconstantinou [69].
This coupling method uses state variables instead of fluxes
to achieve the matching, and provides time-scale decoupling
between the very small atomistic time and the much larger
Courant-Friedrich-Lewy (CFL) stability time step in the stiff
continuum calculations. Convergence to the global problem
steady state is reached via iteration between the steady state
solutions of the continuum and atomistic subdomains. Imposi-
tion of the boundary conditions on the molecular simulations is
accomplished by extending the molecular subdomain through
the artifice of a reservoir region in which molecules are gener-
ated using a Chapman-Enskog distribution that is parametrized
by the Navier-Stokes flow field in the continuum subdomain.

For dense gases and liquids, molecular dynamics simula-
tions are used in the very near proximity of rigid or compli-
ant walls, while the Navier-Stokes equations are discretized in
the bulk of the flow [70]. As mentioned earlier, the outstand-
ing difficulty in such hybrid simulation is passing the informa-
tion from the continuum to the molecular subdomain. We are
simply unable to unambiguously define and recreate the liquid
interacting molecular state from knowledge of the continuum
solution. In that case, heuristic approaches inevitably replace
first-principles strategies. Very recently, Werder et al. [71]
proposed an MD simulation coupled to a finite volume dis-
cretization of the N–S equations. The two descriptions were
combined in a domain decomposition formulation using the
Schwarz alternating method. The method avoids direct im-
position of fluxes but ensures flux continuity by matching the
transport coefficients in the overlap region. Non-periodic ve-
locity boundary conditions were imposed from the continuum
to the atomistic domain based on an effective boundary po-
tential, consistent body forces, particle insertion algorithm and
specular walls. The strategy iteratively finds a consistent so-
lution in the atomistic and continuum domains. An overlap
region heuristically facilitates information exchange between
the two subdomains in the form of state (Dirichlet) boundary
conditions. Convergence is reached in successive Schwarz iter-
ations when the solutions in the continuum and atomistic sub-
domains become identical in the overlap region. Werder et
al.’s [71] novel technique was applied to the flow of liquid ar-
gon around a carbon nanotube and the resulting flow field was
found to agree with a fully atomistic reference solution.

9. Surface phenomena

The surface-to-volume ratio for a machine with a character-
istic length of 1 m is 1 m−1, while that for a MEMS device
having a size of 1µm is 106 m−1. The million-fold increase

in surface area relative to the mass of the minute device sub-
stantially affects the transport of mass, momentum and energy
through the surface. Obviously surface effects dominate in
small devices. The surface boundary conditions in MEMS
flows have been discussed above and in the extensive litera-
ture cited in References [26] and [73]. In microdevices, it has
been shown that it is possible to have measurable slip-velocity
and temperature jump at a solid-fluid interface. Liquids such
as macromolecule polymers would slip even in minichannels
(mm scale) [25]. In this section, we illustrate other ramifica-
tions of the large surface-to-volume ratio unique to MEMS,
and provide a molecular viewpoint to surface forces.

In microdevices, both radiative and convective heat
loss/gain are enhanced by the huge surface-to-volume ratio.
Consider a device having a characteristic lengthLs. Use of
the lumped capacitance method to compute the rate of convec-
tive heat transfer, for example, is justified if the Biot number
(≡ hLs/κs, whereh is the convective heat transfer coefficient
of the fluid, andκs is the thermal conductivity of the solid)
is less than 0.1. SmallLs implies small Biot number, and a
nearly uniform temperature within the solid. Within this ap-
proximation, the rate at which heat is lost to the surrounding
fluid is given by

ρsL
3
scs

dT

dt
= −hL2

s(Ts − T∞) (9)

whereρs andcs are respectively the density and specific heat
of the solid,Ts is its (uniform) temperature, andT∞ is the am-
bient fluid temperature. Solution of the above equation is triv-
ial, and the temperature of a hot surface drops exponentially
with time from an initial temperatureTi,

Ts(t)− T∞
Ti − T∞

= exp
[
− t

T

]
(10)

where the time constantT is given by

T =
ρsL

3
scs

hL2
s

(11)

For small devices, the time it takes the solid to cool down
is proportionally small. Clearly, the million-fold increase in
surface-to-volume ratio implies a proportional increase in the
rate at which heat escapes. Identical scaling arguments can be
made regarding mass transfer.

Another effect of the diminished scale is the increased im-
portance of surface forces and the waning importance of body
forces. Based on biological studies, Went [74] concludes that
the demarcation length scale is around 1 mm. Below that, sur-
face forces dominate over gravitational forces. A 10-mm piece
of paper will fall down when gently placed on a smooth, verti-
cal wall, while a 0.1-mm piece will stick. Try it! Stiction is a
major problem in MEMS applications. Certain structures such
as long, thin polysilicon beams and large, thin comb drives
have a propensity to stick to their substrates and thus fail to
perform as designed [75,76].

Conventional dry friction between two solids in relative
motion is proportional to the normal force which is usually
a component of the moving device weight. The friction is
independent of the contact-surface area because the van der
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Waals cohesive forces are negligible relative to the weight of
the macroscopic device. In MEMS applications, the cohesive
intermolecular forces between two surfaces are significant and
the stiction is independent of the device mass but is propor-
tional to its surface area. The first micromotor did not move
– despite large electric current through it – until the contact
area between the 100-micron rotor and the substrate was re-
duced significantly by placing dimples on the rotor’s surface
[77–79].

One last example of surface effects that to my knowledge
has not been investigated for microflows is the adsorbed layer
in gaseous wall-bounded flows. It is well known [8,80] that
when a gas flows in a duct, the gas molecules are attracted to
the solid surface by the van der Waals and other forces of co-
hesion. The potential energy of the gas molecules drops on
reaching the surface. The adsorbed layer partakes the ther-
mal vibrations of the solid, and the gas molecules can only
escape when their energy exceeds the potential energy mini-
mum. In equilibrium, at least part of the solid would be cov-
ered by a monomolecular layer of adsorbed gas molecules.
Molecular species with significant partial pressure – relative
to their vapour pressure – may locally form layers two or more
molecules thick. Consider, for example, the flow of a mixture
of dry air and water vapour at STP. The energy of adsorption of
water is much larger than that for nitrogen and oxygen, making
it more difficult for water molecules to escape the potential en-
ergy trap. It follows that the life time of water molecules in the
adsorbed layer significantly exceeds that for the air molecules
(by 60,000 folds, in fact) and, as a result, the thin surface layer
would be mostly water. For example, if the proportion of wa-
ter vapour in the ambient air is1 : 1, 000 (i.e. very low hu-
midity level), the ratio of water to air in the adsorbed layer
would be60 : 1. Microscopic roughness of the solid surface
causes partial condensation of the water along portions hav-
ing sufficiently strong concave curvature. So, surfaces exposed
to non-dry airflows are mainly liquid water surfaces. In most
applications, this thin adsorbed layer has little effect on the
flow dynamics, despite the fact that the density and viscosity
of liquid water are far greater than those for air. In MEMS
applications, however, the layer thickness may not be an in-
significant portion of the characteristic flow dimension and the
water layer may have a measurable effect on the gas flow. A
hybrid approach of molecular dynamics and continuum flow
simulations or MD-Monte Carlo simulations may be used to
investigate this issue.

It should be noted that recently, Majumdar and Mezic
[81,82] have studied the stability and rupture into droplets of
thin liquid films on solid surfaces. They point out that the free
energy of a liquid film consists of a surface tension component
as well as highly nonlinear volumetric intermolecular forces
resulting from van der Waals, electrostatic, hydration and elas-
tic strain interactions. For water films on hydrophilic surfaces
such as silica and mica, Majumdar and Mezic [81] estimate the
equilibrium film thickness to be about 0.5 nm (2 monolayers)
for a wide range of ambient-air relative humidities. The equi-
librium thickness grows very sharply, however, as the relative
humidity approaches 100%.

Majumdar and Mezic’s results [81,82] open many ques-
tions. What are the stability characteristics of their water film
in the presence of airflow above it? Would this water film af-
fect the accommodation coefficient for microduct airflow? In a
modern Winchester-type hard disk, the drive mechanism has a
read/write head that floats 50 nm above the surface of the spin-
ning platter. The head and platter together with the air layer
in between form a slider bearing. Would the computer per-
formance be affected adversely by the high relative humidity
on a particular day when the adsorbed water film is no longer
‘thin’? If a microduct hauls liquid water, would the water film
adsorbed by the solid walls influence the effective viscosity
of the water flow? Electrostatic forces can extend to almost
1 micron (the Debye length), and that length is known to be
highly pH-dependent. Would the water flow be influenced by
the surface and liquid chemistry? Would this explain the con-
tradictory experimental results of liquid flows in microducts
discussed earlier?

The few examples above illustrate the importance of sur-
face effects in small devices. From the continuum viewpoint,
forces at a solid-fluid interface are the limit of pressure and
viscous forces acting on a parallel elementary area displaced
into the fluid, when the displacement distance is allowed to
tend to zero. From the molecular point of view, all macro-
scopic surface forces are ultimately traced to intermolecular
forces, which subject is extensively covered in the book by
Israelachvilli [83] and references therein. Here we provide a
very brief introduction to the molecular viewpoint. The four
forces in nature are (1) the strong and (2) weak forces describ-
ing the interactions between neutrons, protons, electrons, etc.;
(3) the electromagnetic forces between atoms and molecules;
and (4) gravitational forces between masses. The range of
action of the first two forces is around 10−5 nm, and hence
neither concerns us overly in MEMS applications. The elec-
tromagnetic forces are effective over a much larger though
still small distance on the order of the inter-atomic separations
(0.1–0.2 nm). Effects over longer range – several orders of
magnitude longer – can and do rise from the short-range in-
termolecular forces. For example, the rise of liquid column in
capillaries and the action of detergent molecules in removing
oily dirt from fabric are the result of intermolecular interac-
tions. Gravitational forces decay with the distance to second
power, while intermolecular forces decay much quicker, typ-
ically with the seventh power. Cohesive forces are therefore
negligible once the distance between molecules exceeds few
molecular diameters, while massive bodies like stars and plan-
ets are still strongly interacting, via gravity, over astronomical
distances.

Electromagnetic forces are the source of all intermolec-
ular interactions and the cohesive forces holding atoms and
molecules together in solids and liquids. They can be clas-
sified into (1) purely electrostatic arising from the Coulomb
force between charges, interactions between charges, perma-
nent dipoles, quadrupoles, etc.; (2) polarization forces arising
from the dipole moments induced in atoms and molecules by
the electric field of nearby charges and permanent dipoles; and
(3) quantum mechanical forces that give rise to covalent or
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chemical bonding and to repulsive steric or exchange interac-
tions that balance the attractive forces at very short distances.
The Hellman-Feynman theorem of quantum mechanics states
that once the spatial distribution of the electron clouds has been
determined by solving the appropriate Schrödinger equation,
intermolecular forces may be calculated on the basis of clas-
sical electrostatics, in effect reducing all intermolecular forces
to Coulombic forces. Note however that intermolecular forces
exist even when the molecules are totally neutral. Solutions
of the Schrödinger equation for general atoms and molecules
are not easy of course, and alternative modelling are sought to
represent intermolecular forces. The van der Waals attractive
forces are usually represented with a potential that varies as the
inverse-sixth power of distance, while the repulsive forces are
represented with either a power or an exponential potential.

A commonly used potential between two molecules is the
generalized Lennard-Jones (L-J 6–12) pair potential given by

Vij(r) = 4ε

[
cij

( r

σ

)−12

− dij

( r

σ

)−6
]

(12)

whereVij is the potential energy between two particlesi and
j, r is the distance between the two molecules,σ and ε are
respectively characteristic energy and length scales, andcij

anddij are parameters to be chosen for the particular fluid and
solid combinations under consideration. The first term in the
right-hand side is the strong repulsive force that is felt when
two molecules are at extremely close range comparable to the
molecular length scale. That short-range repulsion prevents
overlap of the molecules in physical space. The second term
is the weaker, van der Waals attractive force that commences
when the molecules are sufficiently close (several timesσ).
That negative part of the potential represents the attractive po-
larization interaction of neutral, spherically symmetric parti-
cles. The power of 6 associated with this term is derivable
from quantum mechanics considerations, while the power of
the repulsive part of the potential is found empirically. The
Lennard-Jones potential is zero at very large distances, has a
weak negative peak atr slightly larger thanσ, is zero atr = σ,
and is infinite asr → 0.

The force field resulting from this potential is given by

Fij(r) =− ∂Vij

∂r

=
48ε

σ

[
cij

( r

σ

)−13

− dij

2

( r

σ

)−7
]

.
(13)

A typical L-J 6–12 potential and force field were previously
shown in Fig. 4, forc = d = 1. The minimum poten-
tial Vmin = −ε, corresponds to the equilibrium position (zero
force) and occurs atr = 1.12σ. The attractive van der Waals
contribution to the minimum potential is−2σ, while the repul-
sive energy contribution is+σ. Thus the inverse 12th-power
repulsive force term decreases the strength of the binding en-
ergy at equilibrium by 50%. The L-J potential is commonly
used in molecular dynamics simulations to model intermolec-
ular interactions between dense gas or liquid molecules and
between fluid and solid molecules. As mentioned earlier, such
potential is not accurate for complex substances such as water

whose molecules form directional covalent bonds. As a result,
MD simulations for water are much more involved.

10. Conclusions

The traditional Navier-Stokes model of fluid flows with no-slip
boundary conditions works only for a certain range of the gov-
erning parameters. This model basically demands three condi-
tions: (1) Newtonian mechanics, and not quantum or relativis-
tic mechanics, applies; (2) The fluid is a continuum, which
is typically satisfied as there are usually more than 1 million
molecules in the smallest volume in which appreciable macro-
scopic changes take place. This is the molecular chaos restric-
tion, which can be violated for rarefied gas flows in macrode-
vices or for STP airflows in nanodevices; and (3) The flow is
not too far from thermodynamic equilibrium, which is satisfied
if there is sufficient number of molecular encounters during a
time period small compared to the smallest time scale for flow
changes. During this time period the average molecule would
have moved a distance small compared to the smallest flow
length scale.

For gases, the Knudsen number determines the degree of
rarefaction and the applicability of traditional flow models. As
Kn → 0, the time and length scales of molecular encoun-
ters are vanishingly small compared to those for the flow, and
the velocity distribution of each element of the fluid instan-
taneously adjusts to the equilibrium thermodynamic state ap-
propriate to the local macroscopic properties as this molecule
moves through the flowfield. From the continuum viewpoint,
the flow is isentropic and heat conduction and viscous diffu-
sion and dissipation vanish from the continuum conservation
relations, leading to the Euler equations of motion. At small
but finite Kn, the Navier-Stokes equations describe quasi-
equilibrium, continuum flows.

Slip flow must be taken into account forKn > 0.001. The
slip boundary condition is at first linear in Knudsen number,
then nonlinear effects take over beyond a Knudsen number of
0.1. At the same transition regime, i.e.0.1 < Kn < 10,
the linear stress-rate of strain and heat flux-temperature gradi-
ent relations – needed to close the field equations – also break
down, and alternative continuum equations (e.g. Burnett or
higher-order equations) or molecular-based models must be in-
voked. In the transition regime, provided that the dilute gas
and molecular chaos assumptions hold, solutions to the diffi-
cult Boltzmann equation are sought, but physical simulations
such as Monte Carlo methods are more readily executed in this
range of Knudsen number. In the free-molecule flow regime,
i.e. Kn > 10, the nonlinear collision integral is negligible and
the Boltzmann equation is drastically simplified. Analytical
solutions are possible in this case for simple geometries and
numerical integration of the Boltzmann equation is straight-
forward for arbitrary geometries, provided that the surface-
reflection characteristics are accurately modelled.

Gaseous flows are often compressible in microdevices even
at low Mach numbers. Viscous effects can cause sufficient
pressure drop and density changes for the flow to behave as
compressible. In a long, constant-area microduct, all Knudsen
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number regimes may be encountered and the degree of rarefac-
tion increases along the tube. The pressure drop is nonlinear
and the Mach number increases downstream, limited only by
choked-flow condition.

Similar deviation and breakdown of the traditional Navier-
Stokes equations occur for liquids as well, but at consider-
ably smaller device scale. Existing experiments are contra-
dictory, and the situation for dense gases and liquids is more
murky than that for dilute gases. There is no kinetic theory
of liquids, and first-principles prediction methods are scarce.
Molecular dynamics simulations can be used, but they are lim-
ited to extremely small flow extents. Nevertheless, measur-
able slip is predicted from MD simulations at realistic shear
rates in microdevices. Hybrid atomistic-continuum methods
hold promise to provide first-principles solutions while re-
maining computationally affordable. Though requiring con-
siderable numerical erudition, the use of hybrid strategies for
dilute gases is within reach. Further development is needed for
implementing hybrid methods for liquid and dense gas flows.

Much non-traditional physics is still to be learned and
many exciting applications of microdevices are yet to be dis-
covered. The future is bright for this emerging field of
nanoscience and nanotechnology.
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