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Abstract. The paper concerns the problem of state assignment for finite state machines (FSM), targeting at PAL-based CPLDs implementation:
Presented in the paper approach is dedicated to state encoding of fast automata. The main idea is to determine the number of logic levels
the transition function before the state encoding process, and keep the constraints during the process. The number of implicants of every sing
transition function must be known while assigning states, so elements of two level minimization based on Primary and Secondary Merginc
Conditions are implemented in the algorithm. The method is based on code length extraction if necessary. In one of the most basic stages of t
logic synthesis of sequential devices, the elements referring to constraints of PAL-based CPLDs are taken into account.

Key words: state assignment, finite state machines (FSM), programmable array logic (PAL), complex programmable logic devices (CPLD).

1. Introduction fit the finite state machines to the structure of the PAL-based

Proper state encoding is very important for sequential IogigPLDS as well as possible. The major purpose is taking into

The choice of the codding words assigned to states of an Fgﬁcount — minimizing the numper of logic level of t_he transi-
t|é>n function. The number of logic levels of the transition func-

h remen influen n the number of flip-fl : . .
as at eme dous uence o the numbe Ot TIp-Tlops ar%|on is determined before the state assignment process on the
complexity of the transition and output combinatorial bIOCksbasis of state weights. Of course, minimization of the number

The sequential automata state assignment plays therefore a OFPAL-based cells used to implement the transition function

Jor r':')ri”:ntz:i Sp);gﬁzis(g‘r?ﬁsss?nthesis is implementation ifc, also taken_into account. Elements of tvyo—level mi_nimizatiop,
a single-output function, which is a sum pfimplicants, by YBased on Primary f"‘”d Seconda.ry _Mergmg Conditions, are in-
means of logic cells cont’ainirigterms itp > k. The probllem cluded in '_[he algorl_thm. The main idea is to extract the I_ength

) ' " . of the coding word if necessary (when the number of logic lev-
appears when targeting PAL-based CPLDs |mpIementat|oné°1.S exceeds the assumed value),

The |mplementat|on of such a fun'ct|on requires more than one The method, dedicated for fast automata, is quick and easy.
cell. This way, the number of logic levels of such implemen:

o SR _IJﬁecause of a heuristic nature of the algorithm, many experi-
tation is increased, and so propagation time is increased. The ; .
ments were carried out, and are reported in the paper.

methods of avoiding this problem in combinatorial devices has This paper is structured as follows. Section 2 introduces

been studied for instance in [1-4]. o X
There are manv different methods of state assianment. T some basic informations about PAL-cell and automata theory.
y 9 ) ction 3 focuses on the basic ideas and definitions. The al-

is because there are different goals of optimization and ma%%rithms are presented in Section 4. Experimental results are

strlicturgs of autqmata. Some well knqwn methods, e.g. "o ported in Section 5. The paper concludes with a summary in
hot” coding, are simple, but they often give effects far from opg

timum. There are also methods which give results consideresc?Ctlon 6.
as optimal [5—7]. The state assignment problem is often solved o
together with input and output encoding [8]. Some methods: Preliminaries
are based on dichotomies or dominance graphs [6,9]. Som&41. The automata theory. Let the sequential circuit has
times the problem is solved using genetic algorithms [10]. Thiputs, m-outputs, andK-memory elements to represeht
most importand and popular academic systems are: NOVA [Ghternal states of the circuit. The input state is determined by
MUSTANG [11], JEDI [12], ASYL [1,2,13]. the vectorX = (z,_1,...,x0), the output state is determined
A large majority of methods are dedicated for automathy the vecto®” = (y,,—1,...,¥o), and the internal state is de-
which are to be implemented in a PLA-based devices, whilermined by the vecto$ = (Qx-1,...,Qo). LetB = {0,1}.
the kernel of most CPLDs is a PAL-based cell. A characteris- The mathematical model of a sequential circuit is a Finite
tic feature of this cell is a limited number of terms connected t8tate Machine (FSM), which is a six-tupleX, Y, S, 4, A, S, },
the OR-gate. The output of an AND-gate is connected to onlyhere:X is a finite input alphabetY € X C B"), Y is a fi-
one OR-gate. So, the product terms cannot be shared amarig output alphabefi{ € Y C B™), S is a finite set of states
the functions, and unused terms cannot be freely allocated( € S C B'), §: X x S — Sis the transition function) is the
other cells. output function and’r € S is the initial or reset state.
The aim of the proposed state assignment method is to The transition function of an FSM determines next state
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of the automata{™), and is the mapping: X x S — S primary input and a present state. An output part of a multi-

(ST =4(X,5)). output implicant corresponds to a next state and the primary
The most popular finite state machines are the Mealy FSMutput.

and the Moore FSM. In the Mealy FSM the output function is

associated with each transition: XxS — Y (Y = A\(X, 5)), 2.2. PAL-based CPLDs.A large majority of CPLDs are built

whereas in the Moore FSM the output function is associateaf a simple cell matrix and a programmable interconnect array

with each stateA: S — Y (Y = A(9)). Structure of the most (PIA) —see Fig. 3.

popular FSM is presented in Fig. 1.

/0 PAL PAL /0
{oDSIIITIIIIIIIIIITIIITIIIIIIIIIIT e Mealy FSM ES— /'\,: :/'\ —3
X_: :_r\ S+ :._I:> Y [ N ]
§ — S /S — - -
Reg —'\_|/ . .
| © |ZPA-| E
Clk . .
Fig. 1. The structure of an FSM
J o | PAL PAL | 1o
== — —N =
Generally the) and functions are multi-output functions: N —]
0= (5](_1, ey 50), A= ()\m—la RN )\0), so letd; beith bit
of the transition function and; be j** bit of the output func- L ]

tion.
Internal states of an FSM are given mostly symbolic val-

ues. The goal of the state assignment is to assign to every state

S € S abinary representatiofi(.S), f: S — BX, where:K is

Fig. 3. A typical CPLD structure

The core of most CPLDs is a PAL-based cell. The general-
ized structure of the PAL-based cell is shown in Fig. 4. From
e point of view of the presented method, three most impor-
tant elements will be discussed.

K = [log, ] 1) ool .

where:[a]| is a minimum integer not less than The number ;

of states must be greater than one. Otherwise the sequential c,jir—

cuit is just reduced to a combinatorial circuit (there is no need,

to assign states). i
FSMs can be represented by a State Transition Table

(STT). Every row of an STT corresponds to the transition beg— N

tween two states of the machine. The rows are divided into four-------=="---- -~ -

columns corresponding to the primary inputs, present states,

next states, and primary outputs (#issformat). In the FSMs :

primary inputs and outputs are usually binary vectors, which Fig. 4. A generalized structure of a PAL-based cell

may contain don't care entries. The present-state and the next-

state columns are symbolic. The rows of a STT are called sym- A PAL-based cell contains a programmable-AND/fixed-

bolic implicants (of the symbolic cover) [14]. A state transitionOR structure (1), which can implement logic upAgroduct

number of the code bits can be calculated from Eq. (1):

graph, with corresponding STT, is presented on Fig. 2. terms. In most caséds < 8 (usually 4 — Lattice: ispXPLD4A,
or 5—Xilinx: XC9500, MAX7000; Lattice: ispXPLD5000; At-
1/01 0/10 XS S v mel: ATF1500). The output of an AND-gate connot be con-
0/11 mr 11 nected to more than one OR-gate.
1 sl sl 01 The register (in some cases programmable as D or T flip-
1/00 ::> 0 sl s2 11 flop) can be bypassed for combinatorial operation (2). For a
2 zg 2? (1)8 multi-level structure of the transition function, the last cell is

of the synchronous type, while the previous cells are combina-
Fig. 2. State transition graph and corresponding STT torial. As a rule, the output function is combinatorial.
It was mentioned above, that sometimes functions are
An assigned STT is a collection of multi-output implicantsmulti-level. It is required, when the number of implicants ex-
An input part of a multi-output implicant corresponds to theceeds the number of AND-gates of the PAL-cell. Sometimes
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it is possible to allocate additional term (or group of terms¥hould fit the number of product terms best. So, the number
from other cells to the OR-gate. Nevertheless, the implemenf implicants should be known in the process of state assign-
tation of every function is not possible. It is possible to exment. The total number of implicants of a single functigror
pand the number of product terms thanks to the feedback lings equals to the weight of states, for which there is@n i*"

(3). The D flip-flop’s@ or Q output is fed back into the pro- position.

grammable AND-array, so sequential logic can be easily im- An example of a FSM is shown in Fig. 6. Statzhas the
plemented. There are two basic types of product term expaliggest weight *2 = 6. On the basis of the presented con-

sion — Fig. 5. clusions, the cod80 should be assigned to the state. Nest,
(n*2 = 3) should be assigned the cotleor 10, and thers1 or
— PAL — PAL s4 (n*' = n** = 2) with unused states. It is necessary to use
| k-AND 7 | k-AND 16 or 9 product terms to implement the transition function of
_ ! the presented FSM.
—| PAL PAL
PAL — k-AND k-AND ;
— k-AND H i ;\ — 01 sl s1 1 State weights 8,8 848
— T 107sl s2 1 n' =2 s4.-00 s2-00
—— —{ PAL 20e2 0 e $3- 01 s1-01
PAL — k-AND — 10 oo o $_ g s1-10 s3-10
- - — s2s20 211 4-11
k-AND 00 s3 s3 1 nt=2 82~ 84 -
- 01 s3 s2 1
10 s3 s2 1
PAL 11 s3 s4 1
—1 k-AND [— 00 s4 s3 O
— /I\ 2(]5 s4 s1 0O 1’]6":1’]52"'1"]53:9 nbU:ns1+n54=4
s4 s2 0 5, _ sl s2 _ 5 _ 3 s4 _
(a) (b) 11 s4 s4 0 n'=sn +n =8 n'=n +n =5
Fig. 5. Two types of product terms expansion Fig. 6. Influence of state assignment on the number of implicants

These two types of expansions use the same number of Elements that refer to the WE|ghtS of states have been pro-

PAL-cells, but the second solution (Fig. 5b) is better with rePosed in [15]. o _ _
gard to the number of logic levels. Considerations presented in this subsection don't take into

account two-level minimization. Of course the number of
3. Definitions terms may be reduced. The main goal of the state assignment

process should be to assign states with codes situated conve-
3.1. State encoding using weightsLet the state weigh{®  niently for the implicants to be merged. It is complicated for
be a number of transits to the staig of the machine — the FSMs, because the input parts of the multi-output implicants

number of occurrences as a next state in STT. ~ are connected with the output part. The next state of the tran-
Let 1% be the number of implicants of a single transitionsition is the present state of another transition. Changing one
functiond;. bit of the state code involves changes in both input and output

Let they-range be the number of bits equallton the code. part of the implicants. On the other hand, elements of two-
The distance/(A, B) between two mintermsgl and B is  |evel minimization must be included in the state assignment
the number of bits, they differ in. Let the(S;, S;) be a num-  process, in order to take advantage of the number of the PAL-
ber of code bits assigned to statgsandsS;, they differ in. based cell terms. Primary merging conditions and secondary
According to the definition, a coded STT is a collection ofmerging conditions enable the algorithm to include elements
multi-output implicants: the input part of the multi-output im- of two-level minimization into the process of the state assign-
plicant is the cube of those functionsor \;, for which there  ment. It is possible to predict the number of terms of a single
is 1 on4t" position of the output part. To decrease the numbeunction then.
of implicants:
3.2. Primary merging conditions. The idea of the state as-
signment is based on assigning to two statgsand S,
which correspond to the transitions to another sttéor the
The second conclusion is easy to explain — states that agame inputX, binary codes that differ only in one position,
cur more frequently as a next state are assigned codes witlS;, S;) = 1.
a smaller number of logic “high”. Going step forward, one A fragment of an example FSM with two different state
more thing should be noticed: the state with the greatest weigiésignment is shown in Fig. 7. There are two transitions pre-
should be assigned the code with all bits logic Igw=€ 0). sented in figure. The state} is the next state for both tran-
This is because none of the single transition functions includegtions. The inputs and the outputs are also the same for both
implicants corresponding to transition to the state. transitions. The present states ateén first transition and2 in
Considering the FSM realization, dedicated for PAL-basethe second transition. The stateshould be assigned the code,
CPLDs, the number of implicants of every single functiorsuch as the distance to the statecode is onex(s1, s2) = 1).

1. Codes should be minimal with respectitarange.
2. StatesS; with greater weights®: should be assigned first.

Bull. Pol. Ac.: Tech. 54(4) 2006 481
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Two presented multi-output implicants can be merged into one As a result of the state assignment, the transition function
implicant (right branch in figure). The distance for the case ofy can contain implicants, the distance of which is 1, but not as
the left branch in figure is(s1, s2) = 2. Implicants cannot be the effect of satisfying primary merging conditions. This can

merged. happen, if the transition function contains implicants that refer
to:
001 sl s3 1 — transitions from two different actual stat€s and S;, that
001 s2 s3 1 are carried out for the same inpu, if the distance between

the codes of those states equals ongs;, S;) =1
— transitions from the same statg for two different inputs
sl - 01 X, and X, the distance between which is also one —
2 - 00 v( Xy, Xo) =

sl - 01
s2 - 10
s3 - 11

st.

assign. Consider the example shown in Fig. 9. No primary merg-

ing conditions exist for the presented fragment of the unas-
signed STT. The states are assigned codes and then the list

00101 111 00101 111 of multi-output implicants is splitted to single-output impli-
00110 111 00100 111 cants (because product terms of a PAL-based cell cannot be
. L. shared among the functions). The list of implicants is reduced
two-level to two after the two-level minimization. One pair of implicants
l} minimization !} is merged because there is pair of transitions from the states
- L s1 ands3 for the same inpudl and the output has hon the
00101 111 0010- 111 same positiod2. It is of course possible because the distance
00110 111 between codes of the statelsands3 equals one.

The second pair of implicants can be merged because there
are transitions from the stat8 for two different input91 and
11, the distance between which is ondX,,X,) = 1)and
two implicants that correspond to the transitions belong to the

. . N same functiord1.
DErINITION 1. A Primary Merging Condition (PMC)

{SP,ST.}fg‘ for a transition function is a condition formed by e _ -
two transitions from state$, andsS,. to the states; that corre- 01 sl s1 0 St. assign. 0110 100

spond to the same inpuX. 01 s3 82 0 ¢ 10 s2 117 0100 110
11 s3 s4 0 s3 00 s4 01 1100 010

Fig. 7. Fragment of an example FSM with two types of state assign
ment

DEFINITION 2. A Primary merging conditio{ S,,, Sr}ﬁg'
for the output function is a condition formed by two transitions single-
from statesS, and.S,., for which the output functior\; is 1, @output

that correspond to the same input functions
To satisfy primary merging conditions, stats and S, . .. two-level (.. .,
have to be assigned binary codes, whose distance equalsone. 01-0 100 ﬁ;lnlmlzatmn 0100 100
Primary merging conditiongs1, s2}55, and {s1,52},0,, -100 010 0100 010
presented in Fig. 8, concern to fragment of an FSM presented . . . 1100 010
in Fig. 7.
/\{ 1,52 } Fig. 9. A part of an STT before and after the state assignment process
sl,s
O O l sl s 3 oot
001S2S31 (sl, 2} D 3. A Secondary M Condition (SMC)
sl,s EFINITION econdary Merging Condition
001
V {Sp, Sr }S b is a condition that is formed by two present
Fig. 8. A part of STT with primary merging conditions statesS, andSr from which there are transitions to next states

Sa andSb for the same inpuk’. The symbolic implicants, re-

ferring to the present stat&§ andS,, belong to the same tran-
3.3. Secondary merging conditions.Product terms of the sition functions;.

PAL-based cell cannot be shared among the functions. So

the structure extorts independent realization of every function To satisfy the secondary merging conditions
fi: B" = Bfori =m—1...0. The two-level minimizationis {S,, S, }6‘“‘% the statesS, and S, have to be assigned bi-
carried out for every funchopﬁ independently (each function nary codes with the distance between them equal to one —
is minimized one at a time as a single-output function). v(Sp,Sr) =1

482 Bull. Pol. Ac.: Tech. 54(4) 2006
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DEFINITION 4. A Secondary Merging Condition transition block is much more critical, because the state vec-
{Sp}ia;fz X is a condition that is formed by the presenttor is formed synchronously, while the output vector is formed
stateS’p, from which there are transitions to the next stateasynchronously (the output block is combinatorial). The non-
S, and S, for inputs X,, and X,,. The symbolic implicants, uniformincrease of logic levels of the single transition function
referring to the present staf%,, belong to the same transition should be avoided — the logic level number of the transition
functioné;. block ¢5 equals to the number of cells used in the longest path.

The S d . ditics is al The number of logic levels number of fast automata must
| h€ secondary merging condi iq p}ﬁi X, x, 'SAWAYS 1o 55 small as possible. The logic level extraction problem is
fulfilled, and two implicants are merged. The condition is writ-

ten in order to eliminat itinl ; fth ! I.solved in the presented approach.
en In order fo eliminate muttiple merging ot the same Impll- 4 s possible to determine the number of logic cells of the

cants. ) . transition block after the state assignment process. Letthe
SMCs emerge during the process of state assignment. O&?the number of logic cells of the transition block:
step of thestate encoding process is shown in Fig. 10 . The

Sa,>Se

mechanism of the SMC arising is also presented. 5 1 dlan’ =1 )
t = LI
7 P’k_ﬂ dlan® > 1 2)
s st. assign.) sl . _
0l sl s1 0 :01 10 10 0 where:k is the number of the product terms in the PAL-cell
01 s3 52 0 s110 s211 40L.s3 .11 0 (k> 1).
Let the&s be the number of logic levels of the transition
€3.200 block. The number of logic levels for the expansion strat-

egy presented in Fig. 5a, equals to the number of logic cells
Fig. 10. The mechanism of the SMCs forming, during the process @f|clated on the basis of Eq. (2) in the longest path=
state assignment max: (7751)
The number of logic levels for the expansion strategy pre-

sented in Fig. 5b can be calculated from Eq. (3).
3.4. The implicants distribution table. The basic difficulty

of an effective term using, when functions are to be imple- & = { 1 5. !f 772 <k 3)

mented in PAL-based devices, is two-level minimization. As max; ([lg, ) if % > k

a rule it is carried out after the state assignment process, so The question is: is it possible to estimate the minimum

the result cannot be foreseen. The elements of the two-lev@lmber of logic levels of the transition block, for which the

minimization or methods of counting the number of implicantealization is possible? The answer is yes. It is so important

(as the effect of the minimization process) have to be includdskcause the number of logic levels of the transition block must

in the process of state assignment. It is easy to write primahe known in advance — before the state assignment process. It

merging conditions, but secondary merging conditions appegs#in be determined from the equation (4).

only in the state assignment process, and come from the distri- 1 it S < k

bution of implicants among single functions. &5 = { ﬂgk Usi] it St > k (4)

is th[()aEt:t’)\::aT(Ij(i)v'\il d5e' d-li-rr:teo Ig?&';ingsczlﬁglsbu;? dr}r;ra?(ﬁrgieDv-IvTei hyé/here:nsi is the greatest but one weight (unless there are two,
' P 9 9 or more states with the same greatest weight). The state with

7 of the single functions;. Every row of the table corre- the greatest weight is assigned the zero code, so none of the
sponds to the number of implicants which is equal to weigh 9! eight Y . T
nctions has implicants corresponding to transitions to the

of the states. The weights of the states are written into tho L%

) . . . " te.
lumnsn?®:, for which there i ni*" position of th s o .
columnsny™, 1o chithereis & oni™ position of the code The main idea is to count the number of logic levels of ev-

When the PMC or SMC is fulfilled, a-1 is written into  ery single transition block during the state assignment process.

column corresponding to the function for which two impli-  In following steps of the algorithm, unassigned state with the
cants are merged. greatest weigh, is assigned a minimynrange code. If the
Example of an IDT is shown in Fig. 11. number of logic levels exceeds the assumption, the number of
codding bits is increased. Codes already assigned to states are
4. The method supplemented with.

The way of expanding the product term number is to feed ba(:,li(he algorithm (ml):

an OR-gate output to the logic array. Two basic types of expah- Calculate the numbe¥ of bits of coding word (equa-
sion are presented on Fig. 5. The main cost of such an imple-tion (1)).

mentation is reduction of the system speed caused by addihigSpecify the PMCs of the transition function.

extra logic levels to the structure. The delay of forming an ouB. Assign to the state with the greatest weigtitthe zero code
put vector in an FSMs depends not only on the speed of an (1 = 0). If there is more than one state that satisfies the
output block. It depends on the speed of a block which re- condition, choose the state which can satisfy most PMCs
alizes the transition function, too (Fig. 1.). The speed of the {s;,s,}>’.
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4, p:=1.

5. Calculate the numbegs of logic levels of the transition
function (Eq. (4)).

6. Choose the state with the greatest weight If there is
more than one state that satisfies the condition, the sort key
is as follows:

(a) choose the state;, which can satisfy more primary
merging conditiongs;, s, }.7,

(b) choose the state;, which can satisfy more non-
excluding secondary merging conditiofs, s, }37°"

5j7:v !
7. If none of theu-range codes is freg, := u + 1.
8. Assign to the chosen state a free code of the:-order; if
there is more than one possibility, the sort key is as follows:

(a) the number of PAL-based cell incrementation is the
smallest,

(b) the sum of ally%: is the smallest,

(The PAL-cell incrementation and the sum ofzl are cal-
culated after making allowance for every satisfied merging
condition)

9. If existsd;: & > &, than:

(a) cancel the last assignment,
(b) K := K +1,

(© =1,
(d) suplement the already assigned codes with 0 on the
MSB,

(e) return to point 8.

10. Refresh the IDT.

11. Revise the secondary merging conditions.

12. Cancel the satisfied or the excluded primary and secondary
merging conditions.

13. If not all states have been already encoded, than return to
point 6.

14. Choose the output level activity [16].

15. End.

EXAMPLE. Let's consider an example. The STT of the ex-
ample FSM is given in Fig. 11k{ss2format don't care states
are denoted by '*"; A current state don’t care condition indi-
cates that no matter what state you are in, a specified input
produces a transition to a given next state and output condi-
tion). On the basis of the presented STT, the weights and the
PMCs are specified. The coding lengthis 4. It has been as-
sumed that the product term number of the PAL-based cell is 3.
The number of logic levels is determined on the basis of weight
of the states1 (or s3) and equals one.

The states0 is assigned first of all — the weight? is the
greatest. According the algorithm (and drawn conclusions) the
states( is assigned000. Next, states are assigned respectively
s1 — 0001, s3 — 0010, s4 — 0100 ands2 — 1000. According
to the definition 5, the weights of states are written into those
columnssé;, for which there is a on thei*" position of the
code. Four rows of the presented part of the IDT correspond to
the numbers of implicants, which are equal to weights of the
states. The situation is shown in Fig. 12a.

484
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111
110
111
100
101
111
100
101
110
100
111
111
111
111
101

*

sl
sl
s2
s3
s3
s3
sd
s4
s4d
s5
sb
s6
s7
s8
s9

s0
s2
sl
s3
s4
s5
s3
sl
s3
s4
sl
s6
s7
s8
s9
s2

00
10
10
00
11
11
11
01 s5

Weights
nso =10
n'=3
n’=2
ns3: 3
nt=2

s9

_ s6 _ s7T _ s8 _ =1
01 n -=m-=m-=nmn =M =

01
10
10
11
00
11
01

PMC:
{s4,s5},,

{52,53}?3ll

Fig. 11. An example function with weights and PMCs

83 &
nn
00

2 ol

o=

w

w

w O =3

80

st.
s0
sl
s3
s4
s2
sum

st.
s0
sl
s3
s4
s2
sb5

s2,s5

{83,859} 5,100
s4,s5
{s3}s2,100,101

sl
{s4,s5} 4
s4,s5

(s3}5,

sum

st.
s0
sl
s3
s4
s2
s5

100,101

s4,s5
{s3}s2,100,101

s3,s5
{s3}s1, 101,111
s3,s5
{s3,84}5,101

sl
{s4,s55} 4

{s3}5
{s3}5
sum

s5

100,101
s5

101,111

Fig. 12. State assignment process
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2,59
{s1, 58}0‘;,111

5
mmnnmn st.
2 2 3 2 s1,s3,s4,s2,s5
1 1 s9
3233 sum
s8 s8 s8
0101 0110 10000
38 880 582 8180 5 53 32 8180
nnnn ost. MM ost. M ost.
32 33 sum 3233 sum 3233 sum
1 1 s8 11 s8 1 s8
52,59
-1 {Slfsg}as,m3 343 sum 132 33 sum
2334 sum

mon1 on the position corresponding to the functi&n There
are two transitions from the statd for inputs 101 and 111
({s3}5>301.111). SO then® is decremented too.

A starting point to assign stat8 is an IDT form Fig. 12c.
Next, the states8 should be assigned the code for which the
distance between the statg and the statel is one. Assign-
ing to the state the code 0101 makes the structure of the FSM
two-level. If whichever of the free codes was chosen, there
would be the same effect (like in the one shown in Fig. 13,
after the state8 was encoded witld110). The main idea in
this situation is to use an additional bit and to assign the state
s8 code10000. The number of logic cells is the same as in
previous cases, but the number of the logic levels still remains

Fig. 13. An example function with IDTs being the effects of the dif-one. Codes, that are already used, are supplemented with 0 on
ferent state assignment

The continuation of the state assignment procedure is pre-

sented in Fig. 12b and c. First, the stateis assigned 100.
The PMC{s4, 55}‘;1 00 is fuffilled, so a—1iswritteninto ITD ¢ experiments were carried out by means of:
for the column corresponding to the functién(n’ is decre-
mented). It should be noticed that statésands5 have a com-
mon logic high on the position corresponding to the function dominant algorithmd) and the coupled dominant algorithm
d2. Because there are two transitions from the statéor in-

puts100 and101 ({s3}55>

mented.

S
2,100,101

is fulfilled), n% is also decre-

The states5 can be assigned110 as well (Fig. 12c).
The two conditions are satisfied like in Fig. 12b. But there is— the “one-hot”’encodingdne);
one more SMC for this case. State® and s5 have a com-

the MSB position.

5. Experimental results

— JEDI [12]: the input dominant algorithm)( the output

(c);

— NOVA [6]: the input and output (dominance) constraints
(iohybrid_code -oh), the input constraints (ihybrid_code —
ih) and the input constraints (iexact_code);

— the presented ml-algorithnm().

Table 1
Comparison of the ml-algorithm with JEDI and NOVA

B-mark . k=3 . . k=4 . . k=5 .

i o] ¢ ioh ih ie ml i o] ¢ ioh ih ie ml i o] ¢ ioh ih ie ml

The number of logic levels of the transition function
bbtas 2 2 2 2 2 2 1 2 2 2 2 2 2 1 2 1 1 2 1 1 1
dk27 1 2 1 2 2 2 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1
ex3 2 2 2 2 3 - 2 2 2 2 2 2 - 1 2 2 2 2 2 - 1
ex5 2 2 2 3 2 2 2 2 2 2 2 2 2 1 2 2 1 2 2 2 1
ex7 2 2 2 3 2 2 2 2 2 2 2 2 2 1 2 2 2 3 2 2 1
lion 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
lion9 1 2 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
mc 2 1 1 2 2 2 1 1 1 1 2 1 2 1 1 1 1 1 1 1 1
trainll 2 2 2 2 2 - 1 2 2 2 2 2 - 1 1 2 1 1 1 - 1
traind 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Total 16 18 17 21 20 15* 13 15 15 15 17 16 13' 10 14 14 12 14 14 10' 10
The number of logic cells of the transition function
bbtas 6 2 3 5 5 5 5 5 2 2 4 4 4 5 4 2 2 4 4 4 4
dk27 3 4 3 6 5 5 3 3 3 3 5 5 5 3 3 3 3 3 3 3 3
ex3 12 3 3 12 2 2 8 9 2 2 9 2 2 6 7 2 2 7 2 2 4
ex5 12 6 4 17 3 4 8 8 4 4 12 2 2 5 8 4 4 9 2 2 4
ex? 14 5 6 13 6 - 9 10 5 5 9 5 - 5 8 3 3 8 4 - 5
lion 2 2 2 3 11 12 3 2 2 2 2 8 8 2 2 2 2 2 6 8 2
lion9 4 7 6 4 3 4 8 4 5 6 4 2 4 7 4 5 4 4 2 2 5
mc 3 9 14 3 13 13 2 2 6 10 3 9 9 2 2 5 8 2 8 7 2
trainll 7 9 8 7 6 6 6 5 7 7 5 4 4 6 4 6 4 4 3 3 4
traind 2 11 10 3 14 - 2 2 7 8 2 9 - 2 2 7 6 2 8 - 2
Total 65 58 59 73 68 51' 54 50 43 49 55 50 38 43 44 39 38 45 42 31 35
! —without ex3 and train11 benchmarks
485
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one-level. Moreover, the minimization of the number of logic

B 20 : levels is not relevant with the number of cell expansion. The

T;,w' o considerable reduction of the number of logic levels guaran-
" e teed a comparable number of logic cells used to implement the
50 e transition function.

E 0l —o-m The graphs presented on Fig. 14 illustrate the comparisons
8 s of the total numbers of logic levels and logic cells obtained for

different algorithms.

2" Table 2
3 EZ e Comparison of the ml-algorithm with “one-hot” coding
5‘55 —ac B-mark k=3 k=4 k=5
5 % ioh one ml one ml one ml
g - bbtas 211 15 27 15  2i7  1/4
2 dk27 2/8 3 yr w3 U7 13
8w - - s ex3 3/19 2/8 2/14 1/6 2/13 1/4
ex5 3/16 2/8 2/13 1/5 2/12 1/4
Fig. 14. Comparison of different algorithms targeting at reduction of §X7 3/19 2/9 2/15 15 2/14 s
the number of logic levels lion 1/4 1/3 1/4 1/2 1/4 1/2
lion9 1/9 1/8 1/9 1/7 1/9 1/5
mc 1/4 1/2 1/4 1/2 1/4 1/2
trainl1 2/12 1/6 2/12 1/6 1/11 1/4
o train4 217 1/2 1/4 1/2 1/4 1/2
% 2 Total 20/109 13/54 15/89 10/43 14/85 10/35
? T one a/b: a — the number of logic levels
§ iy — UL b — the number of logic cells
€
g F E Table 3
Fo \ \ Comparison of different algorithms for the expansion strategy like
k=3 k=4 k=5 . .
in Fig. 15a
ln1zo B-mark ]{;:3 ]{j:4 ]C:5
E 100 one ith ml one ih ml one ih ml
- — bbtas 3 2 1 2 2 1 2 1 1
5 O _— dk27 2 2 1 1 2 1 1 1 1
g w0 ex3 8 5 2 5 3 1 4 3 1
2 o t ex5 7 4 2 5 3 1 4 2 1
F oo : : ex7 9 4 2 6 3 1 5 2 1
= - = lion 1 1 1 1 1 1 1 1 1
- lion9 1 2 1 1 1 1 1 1 1
" ___— mc 1 2 1 1 1 1 1 1 1
o . e trainll 2 2 1 2 2 1 1 1 1
s, — train4 2 2 1 1 1 1 1 1 1
2 m_all Total 36 26 13 25 19 10 21 14 10
£ 35 L
30 7
) k=3 ‘ k=4 ‘ k=5 0 s

@
8

Fig. 15. Comparison of the “one-hot” coding with the proposed
method: Ic — the number of logic cells, Il — the number of logic levels

n
&

nN
S

mml
Wih

&

The number of logic levels
3

B

k=3 k=4 k=5

Experiment were carried out using some selected bench-
marks [17].
Experimental results for NOVA, JEDI, and the considere

state assignment targeting at fast automata (the ml-algorithi)y 16. comparison of different algorithms for the expansion strategy

o

are shown in Table 1. The ml-algorithm gave the best results like in Fig. 15a
for all analyzed logic cells. The total number of logic levels is
reduced by about 18%, 33%, and 16% 3$or 4- and 5-terms In Table 2 the comparison of the ml-algorithm with “one-

cells (for the worst case). It can be observed, thatifee 4  hot” encoding for the chosen benchmarks is shown. The num-
andk = 5, for all presented benchmarks transition blocks arbers of logic levels are calculated from Eqg. (3) and concern the
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transition block (the expansion strategy like in Fig. 5b). The[2] G. Saucier, P. Sicard, and L. Bouchet, “Multi-level synthesis on
proposed algorithm gives much better results than the “one-  programmable devices in the ASYL syster&yro ASIC 136-
hot” method, which is considered as a good method for fast 141 (1990).
automata. Moreover, increase of the number of product term&l D. Kania, “A technology mapping algorithm for PAL-based de-
in PAL-based cell leads to decreasing the ratio of the number ~ Vices using multi-output function graphs?roc. 26-th Euromi-
of logic levels between the ml-algorithm and the “one-hot” al- _ Cr© Conferencel46-153, Maastricht (2000).

. . . . . [4] D. Kania, “Logic synthesis of multi-output functions for PAL-
gof'thm’ while the .ratlo of the ”“m.b.er of logic cells increases. based CPLDs"|EEE Int. Conf. Field-Programmable Technol-
This can be explained by better fitting the structure of an au- ogy, 429-432, Hong Kong (2002).

tomaton after the state assignment using the ml-algorithm thar[ls] G. De Micheli, R. Brayton, and A. Sangiovanni-Vincentelli,

using the “one-hot” algorithm. “Optimal state assignment for finite state machind&EE
The comparison of total numbers of PAL-cells based onthe  Trans. on CAD/ICAEAD-4 (3), 269-284 (1985).

Table 2 is shown on a graph in Fig. 15. [6] T.Villaand A. Sangiovanni-Vincentelli, “NOVA: State assign-
The comparison of the ml-algorithm with the “one-hot” ment for finite state machines for optimal two-level logic im-

and JEDI ih-algorithm is presented in Table 3 and in Fig. 16.  plementation”JEEE Trans. on Computer-Aided Desig§n905-
The numbers of logic levels of the transition blocks are calcu- _ 924 (1990). , .
lated from Eg. (2) — the expansion strategy like in Fig. 15a. [/ E. Sentovich, K. Singh, L.Lavagno, C. Moon, R. Murgai,
The main disadvantage of the “one-hot” method is that 2 Sa&ldanha, H. Savoj, P. Stephan, R. Brayton, and A.
there is no zero code. Every of thgfunction includes impli- Sangiovanni-Vincentelli, "SIS: A system for sequential cir-
. cuit synthesis”Proc. Int. Conf. on Computer DesigB28-333
cants that correspond to transitions to the sgatén the group (1992).
of benchmarks, there are three with disproportional weight of[g] S. Yang and M. Ciesielski. “Optimum and suboptimum algo-
one stategx3, ex5, exjZ Assigning to those states zero codes  rithms for input encoding and its relationship to logic minimiza-
provide solutions that are faster and use less terms. The “one- tion”, IEEE Trans. on Computer-Aided Desigfi, 4-12 (1991).
hot” method may be than improved by expanding the set of[9] S. Devadas, A.R. Newton, and P. Ashar. “Exact algorithms for

codes with the zero code. output encoding, state assignment and four-level boolean min-
imization”, IEEE Trans. on Computer-Aided Desi@f, 13—-27
6. Conclusions (1991).

) [10] M. Chyzy and W. Kosinski, “Evolutionary algorithm for state
The method proposed in the paper method matches the struc-" assignment of finite state machine®foc. of Euromicro Sym-

ture of sequential automata to the PAL-based CPLDs better. posium on Digital System DesigB59-362 (2002).
The novel method based on Primary and Secondary Merging@i] S. Devadas, H.K. Ma, R. Newton, and A. Sangiovanni-
Conditions and Implicants Distribution Table makes that the  Vincentelli, “MUSTANG: State assignment of finite state
limitations of PAL-based cell are taken into account at an early ~ machines targeting multilevel logic implementation$£EE
stage of synthesis. Trans. on Computer-Aided Design(12), 1290-1300 (1988).
The one-hot coding is considered to be a method, whicH2] B.Lin a_nd _R. Newton, “Sythesis of multiple level logic from
generates fast automata. The preliminary experimental results \3/3:_'2?3';7hggg‘a’ggg‘;sc”pt'on languagegtoc. Int. Conf. on
don’t confirm Fhls .th?SIS' It IS"knOV.Vn th.at generally the. num-[ls] P. Sicard, M. Crastes, K. Sakouti, and G. Saucier, “Auto-
ber of code bits (in "one-hot” coding) is redundant — it may

. . . e matic synthesis of boolean functions on xilinx and actel pro-
require too many bits to be practical. The modification of the grammable devicesProc. Euro ASIC'91Paris, 1991.

"one-hot” method, presented in this paper, may lead to fast(?{4] T. Villa, T. Saldanha, A. Brayton, and A. Sangiovanni-

structures. Vincentelli, “Symbolic two-level minimization”, IEEE
Experimental results indicate that the ml-algorithm is very ~ Trans.on Computer-Aided Design of Integrated Circuits and

efficient. The algorithm is also very fast — faster than NOVA System46 (7), 692—708 (1997).

and JEDI (e.qg. for ex3on /tms > 10). [15] P.K. Lala. “An algorithm for the state assignment of syn-

chronous sequential circuitsElectronics Letterd 4 (6), 199—
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