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Queueing systems and networks. Models and applications
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Abstract. This article describes queueing systems and queueing networks which are successfully used for performance analysis of different
systems such as computer, communications, transportation networks and manufacturing. It incorporates classical Markovian systems with
exponential service times and a Poisson arrival process, and queueing systems with individual service. Oscillating queueing systems and
queueing systems with Cox and Weibull service time distribution as examples of non-Markovian systems are studied. Jackson’s, Kelly’s
and BCMP networks are also briefly characterized. The model of Fork-Join systems applied to parallel processing analysis and the FES
approximation making possible of Fork-Join analysis is also presented. Various types of blocking representing the systems with limited
resources are briefly described. In addition, examples of queueing theory applications are given. The application of closed BCMP networks
in the health care area and performance evaluation of the information system is presented. In recent years the application of queueing systems
and queueing networks to modelling of human performance arouses researchers’ interest. Hence, in this paper an architecture called the
Queueing Network-Model Human Processor is presented.
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1. Introduction

Queueing theory is considered to be a branch of operations
research. It constitutes a powerful tool in modelling and per-
formance analysis of many complex systems, such as comput-
er networks, telecommunication systems, call centres, flexi-
ble manufacturing systems and service systems. Recently, the
queueing theory including queueing systems and networks
arouses mathematicians’, engineers’ and economics interests.

A queueing system consists of inputs, queue and servers as
service centres. Generally, it consists of one or more servers
for serving customers arriving in some manner and having
some service requirements. The customers (the flow of enti-
ties) represent users, jobs, transactions or programmes. They
arrive at the service facility for service, waiting for service
if there is a waiting room, and leave the system after being
served. Sometimes customers are lost. The queueing systems
are described by distribution of inter-arrival times, distribution
of service times, the number of servers, the service discipline
and the maximum capacity etc.

The model with multiple systems called a queueing net-
work better represents the real structure than a single system.
Depending on the total number of customers the queueing
networks can be classified into three categories: open, closed
and mixed. Depending on the number of customer classes
we have single class networks or multiclass networks. De-
signing queueing networks we have to specify the queue-
ing and service disciplines, topologies of queueing systems
and types of systems. The simplest, Jackson networks are
probably the most known and widely applied network mod-
el in various fields. Jackson’s major contribution was to find
a product-form steady-state solution. These networks have o
lot of bounds. They are single class networks with exponen-

tial systems. These assumptions are not fulfilled in BCMP
networks, which have more complicated structure. Applica-
tion of queueing theory provides methods for the design and
study of real systems. In a number of papers an application
of queueing theory has been described.

The main aim is to present the review of the most popular
queueing systems and networks, mainly with a product-form
solution. For these networks the solution for the steady-state
probabilities can be presented as a product of factors present-
ing the state of individual system. In this paper the use of
queueing theory is presented in the context of a variety of
real systems.

The paper is organized as follows. Section 2 briefly de-
scribes the history of queueing theory. Section 3 presents
queueing systems with Poisson arrival processes and exponen-
tial service times. Section 4 discusses some non-Markovian
systems. Section 5 presents the most popular queueing net-
works. The examples of queueing theory in health care area
and to modelling of the information system and human per-
formance are described in Section 6.

2. History

The history of queueing systems and networks goes back to
the beginning of XX century. A number of papers and re-
searches have dealt with queueing theory. It is impossible to
present all of them, therefore we will mention only the most
important – in our opinion – achievements in the queueing
theory [1].

A.K. Erlang, a Danish engineer, published his first pa-
per on queueing theory in 1909. The earliest mention of
the term “queueing system” appeared in 1951, in the arti-
cle of D.G. Kendall. In 1953 Kendall published his paper on
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the queueing notation. D.R. Cox proposed analysis of non-
Markovian process in 1955. In 1957 Jackson had considered
an open queueing networks with exponential servers and an
exogenous Poisson process. He showed that the steady-state
distribution has a product form. In 1958 F. Haight introduced
parallel queues. In 1961 J. Little proved a formula with de-
pendency of mean number of jobs in systems (and queue)
from mean response time (waiting time). In 1963 Jackson
presented queueing networks with arrival process that can
depend on the state of the system and closed queueing net-
works with exponential servers. In 1960’s J.F.Ch. Kingman
introduced algebra of queues and heavy traffic analysis of
queueing systems. W.J. Gordon and G.F. Newell introduced
closed queueing networks in 1967. The model of C.E. Skin-
ner occurred in the same year. In 1968 M. Mandelbaum and
B. Avi-Itzhak introduced the concept of Fork-Join systems.
In 70’s researchers were interested in use of queueing theory
for computer performance evaluation. In 1973 J.P. Buzen pro-
posed the convolution algorithm to computation of the nor-
malization constant. In 1975 multi-class queueing networks
occurred, especially BCMP networks, created by F. Baskett,
K.M. Chandy, R.R. Muntz and F.G. Palacios. A special case
is network presented by F.P. Kelly, in which jobs belong to
different types and have exponential service-time distribution.
Each type has a Poisson arrival process and a fixed route
through the network. In 1977 decomposition method was in-
troduced by P.J. Courtois. M.I. Reiman described the type
of queueing networks called a generalized Jackson network
in 1978. In this network job interarrival and service times
are not required to be exponentially distributed. For analy-
sis of closed queueing networks, S. Lavenberg and M. Reiser
developed the Mean Value Analysis algorithm in 1980. In
1986 S. Fdida introduced representatives networks. In 1991
E. Gelenbe introduced the concept of positive and negative
customers and G-networks. In recent years the progress of
queueing theory use for software modelling is noticed. An-
other new important application has also emerged. In 1996
Y. Liu proposed the use of queueing theory in modelling of
elementary mental process.

3. The Markovian queueing systems

In this Section we analyze the models with exponential ser-
vice times, in which the arrival process is Poisson [2–6]. The
mean arrival rate (per unit of time) at each system is denot-
ed by λ and it is the reciprocal of the average interarrival
time. The parameter of the service time (µ) is expressed as
the reciprocal of the mean service time. Traffic intensity ρ is
the ratio of arrival λ to service rate µ. From the equilibrium
probabilities we can derive expressions for the mean number
of customers in the system and the mean time spent in the
system.

Kendall’s classification of queueing system is a standard
notation. It exists in several modifications. According to one of
them (proposed by A.M. Lee) the service system is described
by the notation X/Y/m/D/L, where A indicates the distribution
of intervals between arrivals, B denotes the distribution of

service duration, m is the number of servers, D is the queue-
ing discipline that represents the way the queue is organized,
and L represents the maximum total number of customers
in a system (capacity system) [5]. In Markovian systems, the
symbol M is used for A and B that denotes exponential dis-
tribution and Poisson arrival process.

3.1. The M/M/m/-m loss system. In this system arriving
customer is served if at least one server is available. When all
servers are occupied the newly arriving customer departs the
queueing systems without being served. These customers are
lost. The steady-state probability of the system being empty
is in the form:

π0 =
1

m
∑

k=0

ρk

k!

. (1)

The steady-state probability of k jobs in the system is as
follows:

πk =

ρk

k!
m
∑

k=0

ρk

k!

. (2)

The steady-state probability that the newly arriving cus-
tomers are lost:

πl = πm =

ρm

m!
m
∑

k=0

ρk

k!

. (3)

We obtain the mean number of jobs in the system from:

K = ρ(1 − πl). (4)

3.2. The M/M/m/FIFO/∞ system with infinite queueing

space. In this system we consider unlimited waiting room
and unlimited waiting time. Customers are served in order of
arrival (first in, first out). If all servers are busy, the newly
arriving customer is waiting in a queue. If not all servers are
busy, the waiting time is equal to zero. The condition of sys-
tem stability is λ < mµ (the condition for ergodicity). The
steady-state probability of k jobs in the system is given by:

πk =











π0

ρk

k!
, 0 ≤ k ≤ m − 1, ρ < m,

π0

ρk

m!mk−m
, k ≥ m , ρ < m,

(5)

with the steady-state probability of no jobs in systems π0:

π0 =
1

m−1
∑

k=0

ρk

k!
+

ρm

(m − 1)!(m − ρ)

. (6)

The mean number of jobs:

K = ρ +
ρm+1

(m − ρ)2(m − 1)!
π0 (7)

and the mean queue length is as follows:

Q =
ρm+1

(m − ρ)2(m − 1)!
π0. (8)
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Applying Little’s law the mean waiting time W and the
mean response time are given by Eq. (9):

W =
Q

λ
,

T =
K

λ
.

(9)

3.3. The M/M/∞ system with infinite number of servers.

In M/M/∞ system new arriving jobs do not have to wait in
a queue and they are immediately served. Servers are avail-
able for each arriving customer. The steady-state probability
of the system being empty can be derived from:

π0 =
1

1 +
∞
∑

k=1

(

λ

µ

)k

·
1

k!

= e−
λ
µ . (10)

The steady-state probability of k jobs in the system is
given by:

πk = π0

k−1
∏

i=0

λ

(i + 1)µ
= π0

(

λ

µ

)k
1

k!
=

ρk

k!
e−ρ. (11)

The expressions for the mean number of jobs in systems
and the mean response time are obtained using Eqs. (10)
and (11):

K =

∞
∑

k=1

k
ρk

k!
e−ρ = e−ρ

∞
∑

k=1

ρ
ρk−1

(k − 1)!
= ρ,

T =
K

λ
=

1

µ
.

(12)

3.4. The M/M/m/FIFO/m+N system with finite capacity.

In this system the maximum number of customers amounts
to m + N , so there is a limited waiting room (N ). If newly
arriving customers find more than m + N customers in sys-
tems, they are lost. The steady-state probability of no jobs in
systems is given by:

π0 =

{

m−1
∑

k=0

ρk

k!
+

ρm

m!
(N +1)

}−1

, ρ=m,

π0 =











m−1
∑

k=0

ρk

k!
+

ρm

m!
·
1−
( ρ

m

)N+1

1−
ρ

m

(N +1)











−1

, ρ 6=m.

(13)

Using Eq. (14) we obtain the steady-state probability that
the newly arriving customers are lost:

πl = πm+N =
ρm+N

mNm!
· π0. (14)

The mean number of jobs in system is given by:

K =
mm

m!
·
N(N + 1)

2
· π0 + ρ(1 − πl) =

= Q + ρ(1 − πl), ρ = m,

K =
ρm+1

(m − 1)!
·
1 −

( ρ

m

)N [

N
(

1 −
ρ

m

)

+ 1
]

(m − ρ)2
· π0+

+ρ(1 − πl) = Q + ρ(1 − πl), ρ 6= m.
(15)

From Eq. (15) the mean response time and mean waiting
time by Little’s law can be easily derived.

3.5. The M/M/m/FIFO/∞ queueing system with impatient

customers. In this system we consider a m-server queueing
system with unlimited waiting room with FIFO queueing dis-
cipline and limited waiting time in the queue. Each job ar-
riving to the system has its own maximal waiting time Tw.
This time is assumed to be with an exponential distribution
with parameter δ. If the time which a job would have to wait
for accessing a server exceeds Tw, then it departs from the
system after time Tw. Note that if δ → 0, then we have the
case of unlimited waiting time. In case of all busy servers
and δ → ∞ we have a system with losses. The stationary
probability of no jobs in a system is given by:

π0 =









m
∑

k=0

ρk

k!
+

ρm

m!

∞
∑

r=1

ρr

r
∏

n=1

(

m + n
δ

µ

)









−1

. (16)

From Eq. (17) we obtain the probability that jobs will be
lost because of exceeding the time limit:

πl =









δ

λ
·
ρm

m!
·

∞
∑

r=1

rρr

r
∏

n=1

(

m + n δ
µ

)









· π0. (17)

The mean numbers of jobs in queue and in systems are
given by:

Q =

ρm

m!

∞
∑

r=1

rρr

r
∏

n=1

(

m + n
δ

λ

)

m
∑

k=0

ρk

k!
+

ρm

m!

∞
∑

r=1

ρr

r
∏

n=1

(

m + n
δ

λ

)

,

K = Q + ρ(1 − πl).

(18)

3.6. The M/M/m/FIFO/N/F closed queueing system with

finite population of N jobs. In some cases we have a fi-
nite population of jobs. These types of systems are known as
closed systems. In model M/M/m/FIFO/N/F we assume a fi-
nite population of N customers, so the total number of jobs
in a system is no more than N . This system has m servers.
If the total number of customers is no more than number of
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servers the customers are served without waiting in queue.
The steady-state probability of no jobs in systems is given by:

π0 =





m
∑

i=0

N !

i!(N − i)!
ρi +

N
∑

j=m+1

N !

m!(N − j)!mj−m
ρj





−1

.

(19)
The probability of k jobs in the system is obtained from:

πk =
N !

k!(N − k)!
ρk · π0, 1 ≤ k ≤ m,

πk =
N !

m!(N − k)!mk−m
ρk · π0, m < k ≤ N.

(20)

We may calculate the mean number of jobs in a system
and in a queue from the following expressions:

K =π0N !





m
∑

i=0

i

i!(N−i)!
ρi+

N
∑

j=m+1

j

m!mj−m(N−j)!
ρj



 ,

Q = π0N !

N
∑

j=m+1

j

m!mj−m(N − j)!
ρj .

(21)
Each customer arrives with parameter λ, hence the mean

response time is given by:

T =
K

λ(N − K)
. (22)

3.7. The queueing systems with individual service. In this
chapter a class of queueing systems with individual service
studied in Department of Automatics AGH-UST is present-
ed [5, 7]. The servers in these systems can serve at different
speeds. Hence we have different traffic intensity of servers.
First we analyze the case of infinite queueing space, then the
system with finite capacity.
The M/M/m/FIFO/∞ queueing system with individual ser-

vice and uniform flux of arrivals. The probability of k jobs
in the system has the following form:

πk =







































π0

SKk
m

k!

(

m

k

)k−m
, 0 ≤ k < m,

π0

SKk
m

k!
(

SKm−1
m

)k−m
, k ≥ m,

(23)

where: SKk
m is a sum of k-combination (without repetition)

from a set with m-elements {ρ1, ..., ρm).
The probability π0 follows from normalization, yields:

π0 =
1

1 +
m−1
∑

k=0

SKk
m

k!

(

m

k

) +
SKm

m · SKm−1
m

m!
(

SKm−1
m − SKm

m

)

,

SKm
m

SKm−1
m

< 1.

(24)

The mean number of busy servers is given by:

m0 =
mSKm

m

SKm−1
m

=
mλ

µ1 + ... + µm

. (25)

The mean length of queue may be found by solving the
equation:

Q =
(SKm

m)
2

m!SKm−1
m

·
1

(

1 −
SKm

m

SKm−1
m

)2
π0

=
SKm−1

m

m!

(

SKm−1
m

SKm
m

− 1

)2
π0.

(26)

The mean number of customers in the system we can eas-
ily obtain from:

K =
SKm−1

m

m!

(

SKm−1
m

SKm
m

− 1

)2
π0 +

mSKm
m

SKm−1
m

. (27)

Together with Little’s law we retrieve formula for the mean
waiting time:

W =
SKm−1

m

m!λ
·

1
(

SKm−1
m

SKm
m

− 1

)2
π0. (28)

Similarly, the mean response time is given by:

T =
1

λ











SKm−1
m

m!

(

SKm−1
m

SKm
m

− 1

)2
π0 +

mSKm
m

SKm−1
m











. (29)

The M/M/m/FIFO/m+N queueing system with individual

service and uniform flux of arrivals. From (30) we get the
probability, that there are i jobs in the system:

πi =
SKi

m

i!

(

m

i

)π0, 1 ≤ i < m,

πi =
(SKm

m)i−m+1

m!
(

SKm−1
m

)i−m
π0, m ≤ i < m + N.

(30)
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The probabilities π0 follows from normalization, yielding:

π0 =













1 +

m−1
∑

i=1

SKi
m

i!

(

m

i

) +

m+N
∑

i=m

SKm
m

m!
(N + 1)













−1

,

SKm
m

SKm−1
m

= 1,

π0 =













1 +

m−1
∑

i=1

SKi
m

i!

(

m

i

) +
SKm

m

m!

1 − qN+1

1 − q













−1

,

q =
SKm

m

SKm−1
m

6= 1.

(31)
The probability that a job is lost is an important quantity,

obtained from:

πl = πm+N =
(SKm

m )
N+1

m!
(

SKm−1
m

)N
π0,

for m ≤ i ≤ m + N.

(32)

We can obtain the mean number of busy servers by the
following equality:

m0 =
mSKm

m

SKm−1
m

(

1 −
(SKm

m)
N+1

m!
(

SKm−1
m

)N
π0

)

. (33)

The mean queue length can be obtained from:

Q =
SKm

m

2m!
N(N + 1)π0, for

SKm
m

SKm−1
m

= q = 1,

Q =
(SKm

m)
2

m!
SKm−1

m

1 − qN [1 − N (1 − q)]
(

SKm−1
m − SKm

m

)2
π0,

for q 6= 1.

(34)

The formulas for the mean response and waiting time can
be found by using Little’s law.

4. Non-Markovian systems

In non-Markovian systems we permit either the service time or
the input stream intensity to be nonexponentially distributed.
For the queueing systems with a Poisson arrival process and
general service time distribution (M/G/1/FIFO/∞), we have
Pollaczek-Khinchin formula (also known as Kendall formula)
to calculate the mean number of jobs and the mean response
time in a system:

K = λE(s) +
λ2E(s2)

2[1 − λE(s)]
,

T = E(s) +
λE(s2)

2[1 − λE(s)]
,

(35)

where E(s) and E(s2) are the first two moments of the ser-
vice time distribution.

For the G/G/1/FIFO/∞ queueing system and non-
Markovian systems with m servers there are approaches, such
as the well-known Allen-Cunneen approximation or methods
of upper and lower bounds (the Kingman bounds or the Mar-
chal bounds). In the context of queues the approach of Cox
can be also useful. Under the assumption that the service time
distribution has a rational Laplace transform, a Cox distrib-
ution can be used to approximate the general service times.
Many approximation methods are mentioned in the literature.
Detailed description of non-Markovian systems can be found
in [2, 6, 8]. We present only three types of these systems in
this chapter.

4.1. The queueing systems with the service zone. The
queueing systems with hyperexponential or Cox service time
distributions are the examples of the queueing systems with
the service zone (the service facility) [2,8]. Only one phase
can be occupied by a customer at any time, hence only one
customer can be in the service zone. Hyperexponential distri-
bution HR contains R phases (stages) connected in parallel,
each with exponentially distributed times. These phases form
the service zone. An arriving customer chooses one phase
with given probability. Because, a Cox distribution can be
used to obtain performance measures of such systems, here we
present the M/CoxL/1/FIFO/∞ system. The CoxLdistribution
consists of L phases connected in series, each with exponen-
tial service time distribution and rate µl (l = 1, . . . , L). A job
can leave this system after service in lth phase with probabil-
ity bl or it can proceed into the next phase with probability
al (Fig. 1).

The service zone

1 2 L

1a
0

1a1 1a2 1aL-1

1b1 1b2
1bL

Fig. 1. The service zone with CoxL distribution

The mean service time in the zone is given as:

T o =

L
∑

i=1

l−1
∏

j=1

aj

µi

. (36)

The condition for ergodicity may be written as:

L
∑

i=1

l−1
∏

j=1

aj

µi

· λ < 1. (37)

The Laplace transform of the service time density has the
following form:

FCoxL
(s) =

L
∑

l=1









l−1
∏

j=1

aj



 bl

l
∏

i=1

µi

µi + s



. (38)
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For M/Cox2/1/FIFO/∞ system we obtain directly from
Eq. (4.4) the Laplace transform and the first two moments as
follows:

FCox2
(s) = b1

µ1

µ1 + s
+ a1b2

µ1

µ1 + s

µ2

µ2 + s
,

E(s) =
1

µ1

+
a

µ2

,

E(s2) =
2

µ2
1

+ a

(

2

µ1µ2

+
2

µ2
2

)

.

(39)

The mean number of jobs and the mean response time can
be found using Eq.(35).

4.2. The queueing systems with getting tired server. In the
queueing theory the Weibull distribution can be used to mod-
elling human activity and objects with growing failure rate
[9, 10]. This distribution is a well-known example of a heavy
tailed distribution. The density function of Weibull distribu-
tion with parameters k, v, ε is given by:

f(t) =



















k

v − ε

(

t − ε

v − ε

)k−1

e−( t−ε
v−ε )

k

for t ≥ ε,

0 for t < ε,

(40)

for v − ε > 0 and k > 0.
This implies that for ε = 0 and k = 1 we obtain exponen-

tial distribution. The Laplace transform of density function
has the form:

L(s) =

∞
∑

n=0

(−1)n sn

n!
vn

∞
∫

0

u
n
k e−udu =

=

∞
∑

n=0

(−1)n sn

n!
vnΓ

(n

k
+ 1
)

,

(41)

for

Γ(x) =

∞
∫

0

tx−1e−tdt, x > 0.

Hence the expressions for the first and second moments
are given as:

M1 = E(s) = vΓ

(

1

k
+ 1

)

,

M2 = E(s2) = v2Γ

(

2

k
+ 1

)

.

(42)

These moments are of importance in the analysis of queue-
ing systems. There are a few approaches of the Weibull distri-
bution. Depending on the value of the coefficient of variation,
different Cox models are used to approximate the Weibull
distributed service time [11, 12]. For the M/Wk/1/FIFO/∞
system, the steady-state probabilities may be solved us-
ing the method of the imbedded Markov chains for the

M/G/1/FIFO/∞ system [6, 8]. For the M/Wk/1/FIFO/∞ sys-
tem the state probability with no jobs is given by:

p0 = 1 − λvΓ

(

1

k
+ 1

)

. (43)

The mean number of jobs and the mean response time can
be found by using Pollaczek-Khinchin formula, which may be
written as:

K = λvΓ

(

1

k
+ 1

)

+

λ2v2Γ

(

2

k
+ 1

)

2

(

1 − λvΓ

(

1

k
+ 1

)) ,

T = vΓ

(

1

k
+ 1

)

+

λv2Γ

(

2

k
+ 1

)

2

(

1 − λvΓ

(

1

k
+ 1

)) ,

(44)

where the condition for ergodicity becomes:

λvΓ

(

1

k
+ 1

)

< 1.

The mean remaining service time of a customer in service
given by Eq. (45) for M/Wk/1/FIFO/∞ with k > 1 is short-
er than the mean remaining service time for M/M/1/FIFO/∞
with 1/v.

T d =

vΓ

(

2

k
+ 1

)

2Γ

(

1

k
+ 1

) . (45)

4.3. The oscillating systems. The oscillating queueing sys-
tems solve the continuous running of the server without the
growing length of the queue. The goal of the systems is to
keep the length of the queue within maximum and minimum
threshold bounds (Qmin, Qmax). In the case of the G/G-
G/1/FIFO/∞ queueing system, the service time distribution
oscillates between two values dependent on the number of
jobs in the queue. At the beginning, a server (service chan-
nel) has less efficiency and the length of queue tends to be
longer. When this queue reaches a critical level Qmax, the
server changes its efficiency for a higher one, thus the queue
decreases. This higher efficiency is kept to the time point,
when the length of this queue reaches satisfactory low val-
ue Qmin. Then the server works again with less efficiency.
The arriving jobs are served with FIFO service strategy. In
some situations we have oscillating systems, called the G-
G/G/1/FIFO/∞ queueing systems, with the input stream in-
tensity switching and fixed performance of the server. At the
beginning the queue length tends to increase. After the length
of this queue reaches a critical level Qmax, the input stream
intensity decreases. When the queue length reaches the level
Qmin, the input stream intensity is restored to initial value,
and so on.

The general model of oscillating system, the G-G/G-
G/1/FIFO/∞ queueing system, combines the switching input
stream and changing the efficiency of the server (Fig. 2.). In
order to analyse of the system operation, let us assume the
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G-G/G-G/1/FIFO/∞ system as two G/G/1/FIFO/∞ queueing
systems. At the moment t = 0, when the queue length is less
than Qmax, first system starts the operation. When the queue
reaches a critical level Qmax, this system remains in action
as long the served job is being served, then it finishes the
operation and the second system, in turn, starts the operation
and continues the service of the queue. From this point of
time the jobs arrive with another intensity until the moment,
when the queue reaches Qmin. Then the second system stops
the operation and the first system starts the service. The in-
put stream intensity is restored to initial value at the moment,
when new jobs arrive after the change of the systems. This
switching is known as the first type switching. In case of the
second type switching the job service is interrupted, when the
queue reaches a critical level Qmax.

l in

l in1

l in2

FIFO

m1

m2

l out

Fig. 2. The G-G/G-G/1/FIFO/∞ queueing model

The articles [13, 14] deal with analysis of oscillating sys-
tems.

5. The queueing network

The queueing networks consist of several connected systems.
In an open queueing network, customers enter the network
from outside, receive service at systems and leave the network.
In a closed network the number of customers is constant. If
a new customer enters the network exactly when one customer
departs, we can model this situation as closed queueing net-
work.

Our main interest is to present the Jackson, Kelly’s and
BCMP networks. In these networks the steady-state proba-
bilities have product-form solutions, dependent on the first
moment of the service time distribution. We assume R cus-
tomer classes and N systems in queueing network. The rate at
which customers of the rth class leave the ith system (known
as throughput λir) and the mean number of visits eir can
be determined from the routing probabilities p. For an open
network we have:

λir = λ0,ir +

N
∑

j=1

R
∑

s=1

λjspjs,ir ,

eir = p0,ir +

N
∑

j=1

R
∑

s=1

ejspjs,ir ,

(46)

and for a closed networks the equation reduces to:

λir =

N
∑

j=1

R
∑

s=1

λjspjs,ir ,

eir =

N
∑

j=1

R
∑

s=1

ejspjs,ir .

(47)

5.1. Jackson networks. Jackson network with only one cus-
tomer class and unlimited overall number of jobs is the sim-
plest form of queueing networks [2, 15]. The model assumes
that the external arrival pattern is identified by a Poisson ar-
rival process. All systems have one or more servers with ex-
ponential service times. The service rates can depend on the
number of customers at the system. In all systems customers
are served in order of arrival (FIFO). The systems in the
network can be considered as independent M/M/m/FIFO/∞
queueing systems.

According to Jackson’s theorem, if all systems hold the
ergodicity condition, the solution for the steady-state proba-
bilities has a product-form and can be expressed as the product
of the state probabilities of each system:

π(k) =

N
∏

i=1

πi(ki), (48)

where πi(ki) is obtained from Eqs. (5) and (6).

5.2. Gordon-Newell networks. These networks, also known
as closed Jackson’s networks, fulfil the assumptions of Jack-
son’s networks, except one: customer can neither enter nor
leave the network. A fixed number of jobs always circulate in
this type of queueing network [2, 15].

According to Gordon-Newell theorem, the probability for
each network state is given by the following expression:

π(k) =
1

G(K)

N
∏

i=1

Fi(ki), (49)

where G(K) is the normalization constant and Fi(ki) is the
function describing the state probabilities πi(ki) of ith system.

5.3. Kelly’s network. Another case of queueing networks is
the network of Kelly with different classes of customers. Each
type has a Poisson arrival process and a fixed route in the net-
work. Customers served at each system have exponential ser-
vice time distribution. Each system may serve several different
customer classes. All systems have infinite capacity [15].

5.4. The BCMP queueing networks. The BCMP queue-
ing network is a multi-class network discussed by Baskett,
Chandy, Muntz and Palacios. These networks include differ-
ent class of jobs, different queueing discipline and generally
distributed service times. Routes through the network may de-
pend on the job type and the customer can change its class
while passing through the network [2, 15, 16].

In this network there are four types of systems:

– Type 1: system with multiple servers, the service times are
exponentially distributed and for different customer classes
must be identical, the service discipline is FIFO;

– Type 2: system with one server, different customer classes
have different general service time distribution with a ratio-
nal Laplace transform, the service discipline is PS (proces-
sor sharing);
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– Type 3: system with an ample number of servers (infinite

server) and the mean service time for job classes can be
different, the service times of the customers of different
classes must have a rational Laplace transform;

– Type 4: system with one server, different customer classes
have different general service time distribution with a ra-
tional Laplace transform, the service discipline is LIFO-PR
(last in first out with preemptive).

To analyse queueing networks and the determined perfor-
mance measure we use two BCMP theorems for open and
closed networks [2]. Let us assume that we have queueing
network with load-independent service and arrival rates, ful-
filling the assumption of the BCMP networks.

Theorem BCMP1 for open queueing network: for open
queueing network, the steady-state probability of the network
can be expressed as the product of state probabilities of the
individual systems:

π(k1, ..., kN ) =

N
∏

i=1

πi(ki), (50)

where

πi(ki) =























(1 − ρi)ρ
ki

i , Type 1(mi = 1), 2, 4,

e−ρi
ρki

i

ki!
, Type 3,

πk, Type 1(mi > 1),

ki =

R
∑

i=1

kir , ρi =

R
∑

r=1

ρir,

ρir =











λr

eir

miµi

, Type 1(mi ≥ 1),

λr

eir

µir

, Type 2,3,4.

For Type 1 with more than one server πk is given by:

πk =



































1
m−1
∑

k=0

(mρ)k

k!
+

(mρ)m

m!(1 − ρ)

·
(mρ)k

k!
, 0 ≤ k ≤ m,

1
m−1
∑

k=0

(mρ)k

k!
+

(mρ)m

m!(1 − ρ)

·
mmρk

m!
, k ≥ m,

(51)
Theorem BCMP2 for closed queueing network: for closed

queueing network, the steady-state probability of the network
can be expressed as:

π(S1, ...,SN ) =
1

G(K)

N
∏

i=1

Fi(Si). (52)

The normalization constant is given by:

G(K) =
∑

N�

i=1

Si=K

N
∏

i=1

Fi(Si), (53)

where:

Fi(Si) =











































ki!
1

βi(ki)

(

1

µi

)ki R
∏

r=1

1

kir!
ekir

ir , Type 1,

ki!
R
∏

r=1

1

kir!

(

eir

µir

)kir

, Type 2,4,

R
∏

r=1

1

kir!

(

eir

µir

)kir

, Type 3.

The function βi(ki) is given by:

βi(ki) =











ki! for ki ≤ mi,

mi!m
ki−mi

i for ki > mi,

1 for mi = 1.

(54)

A closed multiclass queueing network is much more diffi-
cult to solve. In order to compute G(K) we must consider all
states of the network. It is a complicated procedure, especially
for the large networks. Therefore, there are efficient algorithms
to analyse closed queueing networks. The convolution algo-
rithm of Buzen is one of them [2, 3, 17]. The second very
important algorithm for product-form networks is the Mean
Value Analysis (MVA) [2, 18]. This is an iterative algorithm
developed to obtaining the mean values of the performance
measures without calculating the normalization constant. The
basic equation of MVA relates the mean response time at
system with K jobs and the mean number of jobs at this
system, if a network has K-1 jobs. Unfortunately, the MVA
requires a lot of computation time. In the literature there are
also approximation methods based on the MVA, to calculate
the performance measures, for example Bard-Schweitzer ap-
proximation (BS) used for systems with single server [2] or
Self-Correcting Approximation Technique (SCAT) [2, 19].

In other algorithm called the Summation Method (SUM),
the mean number of customers of rth class at ith system is
a function of throughput of this system λir [2]. For the BCMP
networks this function has the following expression:

fir(λir)=Kir =















ρir

1 −
K − 1

K
ρi

, Type 1, 2, 4 (mi = 1),

λir

µir

, Type 3,

(55)
and for Type 1 with multi servers (mi > 1):

fir(λir) = Kir = miρir +
ρir

1 −
K − mi − 1

K − mi

ρi

· Pmi
,

with the waiting probability:

Pmi =
(miρi)

mi

mi!(1 − ρi)
·

1
mi−1
∑

ki=0

(miρi)
ki

ki!
+

(miρi)
mi

mi!(1 − ρi)

,

where: ρi =
R
∑

r=1

ρir, K =
R
∑

r=1

Kr.
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By summing over all these functions and with λir = λreir

we obtain the number of r-th job class:

N
∑

i=1

fir(λreir) = Kr, for r = 1, ..., R.

An algorithm to determine λr is described in [2].

5.5. Fork-Join systems. The model of Fork-Join systems
(Fig. 3) can be applied to parallel processing analysis [2, 20].
The job (programme) arriving to a fork-join queue splits (at
the fork point) into N independent tasks that are simultane-
ously assigned to N processors. Each task requires a serve. At
each processor tasks can belong to the different jobs. When
a task completes execution, it will wait at the join queue until
all its sibling tasks are served. A join mergers several tasks
into a single job. A job is completed and departs the parallel
resource after all of its tasks complete execution.

Jobs arrival Jobs departure

Fork Join

1

2

N

Processors

Fig. 3. Fork-Join model

The Fission-Fusion system, in which a job can leave sys-
tem after N tasks are finished (there are all identical tasks),
and the Split-Merge system with no processor queues (a new
job is served when all the N tasks are finished) are special
cases of basic Fork-Join systems.

It is important to compute performance measures of Fork-
Join systems. These models have non-product form solutions
but many methods are available for solving such models. The
Flow Equivalent Server method (FES) is one of them, which
can be described in a few steps [2]:

– A choice of one node and the short-circuit this node by
making its mean service time zero and the calculation of
throughputs along this short-circuit as a function of the
number of jobs in the network.

– The construction of the equivalent network with chosen
system and the FES node, the throughput through the short
when there are k jobs circulating in that modified network
corresponds to the service rate of the FES.

– The computation of the performance measures by any
method for product-form network.

Therefore, in order to solve this system we consider the
FES node with state-dependent service rate, which replaces
the Fork-Join system. The service rates in the FES node are
given by analysing the isolated short-circuited subnetwork for
every number of tasks. The basic parameters of Fork-Join

systems are: the speedup defined as the ratio of the mean
response time in the system with N sequential tasks to the
mean response time in the Fork-Join system with N proces-
sors, and synchronization overhead defined as the ratio of the
tasks’ mean time in the join queue to the mean response time
of the Fork-Join system [2].

For the two-processor Fork-Join system, with the assump-
tions of a Poisson arrival process and exponential service time
in each processor, the speedup is equal 4/3 and synchroniza-
tion overhead is equal 3/2. These measures do not depend on
the utilization of processors [2]. The two-processor Fork-Join
system with service time distribution represented by exponen-
tial and Cox distribution was analysed in [21].

5.6. Queueing networks with blocking. In these networks
the systems have finite buffer capacity, thus jobs that are rout-
ed to these systems may be blocked. Several types of blocking
have been defined in the literature in order to model different
behaviours of real systems. The most commonly used blocking
mechanisms are the blocking after service, the blocking be-
fore service and the repetitive service blocking. The blocking
after service means that the current system is blocked when
a job completing service at this system attempts to enter des-
tination system, which is full. This job is forced to wait in the
server of current system until the destination system can be
entered. Service at current system will be resumed as soon as
a departure occurs from destination system. If several systems
are blocked by the same destination system, the unblocking
order of the blocked systems must be defined. In blocking
before service a job determines its destination system before
it starts receiving service at prior system. If destination sys-
tem is full, the prior system is blocked and the service does
not start. When the server at the destination becomes avail-
able, the job begins to receive service at prior system. The
destination system of a blocked job does not change. Repeti-
tive service blocking refers to the situation, when a job upon
completion of its service at current system wishes to enter des-
tination system that is full. This job is looped back into the
current queue and it receives a new independent service ac-
cording to the queue discipline. There are two subcategories
that distinguish whether the job, after finishing its repeated
service, chooses a new destination system independently of
the one that it had selected before: random destination and
fixed destination [22, 23].

The product-form solutions have been derived only un-
der special constraints, for different blocking types. General
the queueing networks with blocking do not have a product-
form solution, but there are approximate analytical methods
that have to be applied. Several papers have proposed various
approximate methods [22, 23].

6. Area of applications

Queueing theory is commonly used to modelling service cen-
tres, to performance evaluation of computer systems, produc-
tion and flexible manufacturing systems and communication
networks. In this chapter, we present three applications.
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6.1. Model of chemotherapy unit. As the first example of
the queueing theory a chemotherapy unit of an oncological
hospital is considered. Chemotherapy is one of the most com-
mon treatments for cancer. The type of chemotherapy treat-
ment depends on many factors, mainly on the type and loca-
tion of the disease. Usually chemotherapy drugs are given to
patient in a day unit at the hospital but sometimes chemother-
apy means a few days’ stay at the hospital. Chemotherapy is
usually given as several sessions of the treatment. Each cycle
of chemotherapy consists of the treatment and the rest period
of a few weeks. The number of cycles depends on how can-
cer responds to the chemotherapy. Chemotherapy unit can be
presented as closed BCMP networks shown in Fig. 4, with
known routing probabilities (presented close to arrows). We
assume that the class switching is not allowed.

Fig. 4. The queueing network model of chemotherapy unit

We consider only three following classes of patients
(marked in rectangles in Fig. 4):

– class “1” – 250 patients of the chemotherapy day unit (hav-
ing chemotherapy once during one cycle),

– class “2” – 144 patients of a few days’ chemotherapy,
– class “3” – 20 patients of the chemotherapy day unit (hav-

ing chemotherapy five times during one cycle).

The model consists of eight systems, all with exponential-
ly distributed service time:

– nurse’s office S1 (one nurse, µ11 = µ12 = µ13 = 67),
– waiting room S2 (µ21 = µ22 = µ23 = 8),

– doctor’s office of a few days’ chemotherapy patients S3

(one doctor, µ32 = 60),
– doctor’s office of a daily chemotherapy patients S4 (four

doctors, µ41 = µ43 = 8.33),
– sick-room S5 (two nurses, µ52 = 12),
– a few days’ chemotherapy unit S6 (66 beds, µ62 = 0.218),
– the chemotherapy day unit S7 (30 beds, µ71 = µ73 = 1),
– “home-waiting room” S8 (infinite beds servers, service

rate different for the classes of patients: µ81 = 0.092,
µ82 = 0.137, µ83 = 0.053): additional node introduced
to model the whole cycle of chemotherapy.

Detailed description of chemotherapy unit is presented
in [24].

To compute the mean waiting times of patients at each
system we can use the summation method and Little’s law. In
Table 1, we have these paremeters.

Table 1
The mean waiting time in systems (in minutes)

Class 1 Class 2 Class 3

S1 28.4 28.4 28.4

S2 0 0 0

S3 0 5.9 0

S4 40.5 0 40.5

S5 0 38.2 0

S6 0 44 0

S7 56.3 0 56.3

S8 0 0 0

6.2. Performance evaluation of the information systems.

An approach for software modelling based on queueing net-
work provides tools in modelling and performance analysis of
the information systems, which are of importance in contem-
porary information society. Performance analysis should be
included in the software development process. It can help to
identify system bottlenecks and compare design alternatives.
The information systems should give quick access to infor-
mation resources, so the minimization search time (reduction
time of delivering information to users) is a main problem.

The information systems existing in LANs can be mod-
elled as the closed queueing networks. In the case of WANs
they are modelling as the open queueing networks. The arti-
cle [25] introduces a network of functional modules i.e. sep-
arable sets of software elements. This network is regarded
as a queueing networks. The service centres form function-
al modules, customers correspond to user queries, which are
divided into different classes. The queries forms one class if
they have similar features, therefore detailed analysis of the
algorithms for each query processing is not necessary. The
subnetwork of functional modules is responsible for process-
ing of queries from one or several classes. Different modules
can process the queries of one class. There is a queue of
waiting queries in each module. The network of functional
modules has a product-form solution. All parameters can be
evaluated by the multiclass BCMP networks.

388 Bull. Pol. Ac.: Tech. 56(4) 2008



Queueing systems and networks. Models and applications

In [25] a queueing network approach was applied to the
evaluation of the response times for different system load con-
ditions for selected information systems such as information
searching system about scientific problems WINSWIP, the
tourist agencies service system and searching library’s cat-
alogue system.

6.3. Modelling of human performance. The application of
queueing theory to the modelling of human performance
arouses researchers’ interest. Therefore, we briefly present
a queueing network architecture called Queueing Network-
Model Human Processor (QN-MHP), which integrates the
queueing network and human cognitive system. It has been
proposed by R. Feyen and Y. Liu, and successfully used to
modelling behaviour in real time [26–29]. The QN-MHP al-
lows determining the reaction time, that is delays between
stimulus presentation and response. Servers perform different
procedural functions and represent different brain area. Infor-
mation traversing the servers is regarded as the customers of
queueing network, which could be processed in parallel or in
series.

The QN-MHP consists of three subnetworks of queueing
servers: perceptual, cognitive and motor. The general structure
of QN-MHP is shown in Figure 5.

The first subnetwork includes some servers used to mod-
elling of the visual, auditory and somatosensory systems, e.g.
visual processing and location, sound location and process-
ing. The cognitive subnetwork includes servers employed to
modelling of a working memory and goal execution func-

tions such as goal prioritization, performance monitoring and
procedure selection. Servers included in the working memory
contain visuospatial sketchpad, phonological loop and central
executor. Subsystems for storage and retrieval are crucial to
goal-directed behaviour. The motor subnetwork contains some
servers and actuators, such as supplementary motor area, sen-
sorimotor integration, motor sequencing, motor programming,
hands, feet and mouth. Each actuator is limited to process-
ing only one information entity at a time. Choosing differ-
ent routes by customers leads to different processing times
and to error occurrences. Traversing entities try to maximize
processing speeds during learning processes of queueing net-
work, which are proceeding in two levels: learning process
of the individuals systems and self-organization of the queue-
ing network. Long-term procedural memory and long-term
declarative memory play important part in learning process
regarding speed of motor program retrieving and speed of
phonological judgements, visuomotor choices and mental cal-
culations.

Each system of QN-MHP is a single-channel server,
processes on entity at a time and services entities according to
their joining the queue. All systems follow FIFO queue disci-
pline. Some of them have restricted capacities, a few systems
have large capacities to avoid queues. The groups of entities
represent different stimuli that can be processed. Some sys-
tems could operate concurrently.

The correct modelling of QN-MHP seems to be a promis-
ing tool of modelling human behaviour in various situations,
including systems disturbances.

Fig. 5. The structure of the QN-MHP (according to Wu and Liu, 2004); Eye – visual sampling, Vsen – visual sensory memory, Ear – convert sound into
neural signals, Asen – auditorial sensory memory, Visk – visuospatial sketchpad, Pho – phonological loop, CE – central executor, HICOG – high-cognitive
function, LTDSM – long-term declarative memory, LTPM – long-term procedural memory, PM – select movement, BG – motor program retrieval, SMA –

supplementary motor area, S1 – sending sensory information, M1 – primary motor cortex, Mouth, Hands and Feet – actuators
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7. Summary

This paper gives a general look at the queueing theory. Pre-
sented queueing systems and networks offer a good tool for
modelling complex system. They can be used to improve flow
of customers, for the evaluation of utilization, throughput and
response times. Queueing models are helpful in preparation
of optimal decision on structures and service organizations
from client and manager viewpoint and in study of methods,
which allow calculating of basic characteristics of the service
process.
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