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Abstract. This paper presents the results of the scientific investigations which aimed at developing the detectors of the selected driver fatigue 
symptoms based on face images. The presented approach assumed using convolutional neural networks and transfer learning technique. In the 
conducted research the pretrained model of AlexNet was used. The net underwent slight modification of the structure and then the fine-tuning 
procedure was applied with the use of an appropriate dataset. In this way all detectors of the selected fatigue symptoms were created. The results 
of conducted computations indicate that it is potentially possible to apply such an approach to the problem of fatigue symptom detection. The 
values of the overall misclassification rates for the most troublesome symptom are less than 5.5%, which seems to be a quite satisfactory result.
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ally. Many publications deal with the problems of gaze direction 
detection and head pose recognition as the reliable indicators of 
driver drowsiness and inattention [7]. Another techniques apply 
image processing procedures to extract geometrical features, 
which can be indicators of tiredness or drowsiness. The estima-
tion of the mouth openness, which enables yawning detection, 
is the most popular approach [8, 9]. Different methods use algo-
rithms for automatic finding of fiducial point in face images to 
calculate geometric features, such as distances between certain 
points or angles created by lines connecting chosen points [10]. 
These features are used to describe changes in face expression 
while becoming tired or drowsy. They enable detection of some 
fatigue symptoms such as yawning, eye closing or eyebrow 
raising. Another techniques apply texture descriptors to chosen 
areas of driver’s face in images to assess changes in face expres-
sion as the indicators of fatigue. Using LBP (local binary pat-
tern) descriptor to this task is a typical approach [11]. Extracting 
characteristic features is also performed applying image filters 
whose parameters are established by an expert. In practice Gabor 
filters with different scales and orientations are often used [12].

Relatively new approaches use convolutional neural networks, 
whose application has become possible due to the development 
of deep learning algorithms. This methodology enables automatic 
extraction of characteristic features from images. Available sci-
entific literature proves the effectiveness of convolutional neural 
networks in driver fatigue detection [13‒18] and many other 
image recognition tasks. A great interest in this technique has led 
to the development of multilayer networks that are able to recog-
nize between huge number of classes with outstanding results, for 
example AlexNet [19] or GoogleNet [20]. Such a good perfor-
mance of these networks require a long-lasting training procedure. 
The newest image recognition techniques use pretrained convo-
lutional neural networks able to perform a certain recognition 
task successfully and tune them up so that they can solve a dif-
ferent recognition problem. This methodology is called “transfer 
learning” and has been already used in various recognition task, 
e.g. medical image analysis [21], human action recognition [22], 
emotion recognition [23] and also driver monitoring systems.

1.	 Introduction

Driver fatigue is a relevant problem because it is one of the 
main causes of car accidents, which can have serious, or even 
fatal consequences. It is estimated that approximately 10 or even 
20% of all car accidents happen with the participation of tired 
or drowsy drivers [1]. Therefore, development of driver mon-
itoring systems is of the interest to many researchers all over 
the world. For more than two decades numerous algorithms of 
driver fatigue detection have been developed, which can be di-
vided into three categories. First group consists of methods using 
biomedical signals such as EEG (electroencephalogram), ECG 
(electrocardiogram), EOG (electrooculogram), blood pressure 
or heart rate [2, 3]. These techniques give the most satisfactory 
results but require placing sensors on driver’s body, which can 
be inconvenient and disturbing. Another category includes algo-
rithms based on vehicle parameters such as steering wheel move-
ments, speed changes or brake pedal pressure [4]. Such methods 
are absolutely nonintrusive but enable fatigue detection at the 
very late stage, while falling asleep. The last group of driver 
fatigue detection techniques uses cameras and various image 
processing and computer vision algorithms [5]. These methods 
probably have the biggest computing requirements but they are 
nonintrusive and enable drowsiness detection at its early stage.

2.	 Related work

The oldest systems of driver fatigue and drowsiness detection 
based on face image analysis use the so-called PERCLOS mea-
sure, which is defined as the percentage of eyelid closure over 
time [6]. It has been proved that while feeling sleepy, people 
blink more frequently and their eyes are closed longer than usu-
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In [24] authors have used transfer learning to estimate driver 
gaze direction. They have compared the performance of two dif-
ferent pretrained convolutional neural network in classification 
of six various gaze zones and the state of closed eyes. Authors 
of [25] have developed driver drowsiness detection system in-
tegrating three pretrained networks fine-tuned to recognize four 
classes: lack of drowsiness and three drowsy states resulting in 
eye blinking, head nodding or yawning. Delivered results indicate 
that such a system performs better than each separate network.

3.	 Proposed approach

In this paper, transfer learning technique is used to detect se-
lected but the most common driver fatigue symptoms. However, 
the assumed methodology differs from that described above. In 
presented approach each single symptom of tiredness or drowsi-
ness is detected by a separate and dedicated classifier, which has 
been created by fine-tuning of a pretrained convolutional neural 
network. It means that the number of classifiers is the same as 
the number of detecting symptoms. Each classifier recognizes 
only two classes: the occurrence of a given symptom or its ab-
sence. Such an approach seems to simplify the classification 
task and results in high recognition accuracy. Besides, it enables 
detecting a few symptoms when they appear simultaneously. 
General idea of such an approach is depicted in Fig. 1 where 
the general view of a real-time application using the network 
discussed in this paper is presented.

In the conducted research the network called AlexNet was 
used as the starting net for the tuning process [19]. It has to be 
highlighted that presented methodology does not include assess-
ment of the real level of fatigue, which should be performed 
on the basis of detection frequency of each fatigue symptom 
and also its duration.

4.	 AlexNet

AlexNet is the convolutional neural network that won the Im-
ageNet Large Scale Visual Recognition Challenge, which is an 

annual competition in object recognition, in 2012. It was a spec-
tacular success, because AlexNet achieved results about 10% 
better than other submitted approaches. This network was able 
to recognize images belonging to 1000 object categories and 
it was trained on a subset of ImageNet database consisting of 
more than million images [19]. The pretrained AlexNet model 
is delivered by MathWorks with Matlab environment. This im-
plementation has been used by the authors of this paper. The 
exact architecture of the network is presented in Table 1.

Table 1 
The structure of AlexNet availabe in Matlab [26]

No. Layer type Description

11 Image Input 227£227£3 images with 
‘zerocenter’ normalization

12 Convolution 96 11x11x3 convolutions 
with stride [4 4] and padding [0 0]

13 ReLU –

14 Cross Channel 
Normalization

cross channel normalization 
with 5 channels per element

15 Max Pooling 3£3 max pooling with stride [2 2] 
and padding [0 0]

16 Convolution 256 5£5£48 convolutions 
with stride [1 1] and padding [2 2]

17 ReLU –

18 Cross Channel 
Normalization

cross channel normalization 
with 5 channels per element

19 Max Pooling 3£3 max pooling with stride [2 2] 
and padding [0 0]

10 Convolution 384 3£3£256 convolutions 
with stride [1 1] and padding [1 1]

11 ReLU –

12 Convolution 384 3£3£192 convolutions 
with stride [1 1] and padding [1 1]

13 ReLU –

14 Convolution 256 3£3£192 convolutions 
with stride [1 1] and padding [1 1]

15 ReLU –

16 Max Pooling 3£3 max pooling with stride [2 2] 
and padding [0 0]

17 Fully Connected 4096 fully connected layer

18 ReLU –

19 Dropout 50% dropout

20 Fully Connected 4096 fully connected layer

21 ReLU –

22 Dropout 50% dropout

23 Fully Connected 1000 fully connected layer

24 Softmax –

25 Output 1000 classesFig. 1. General view of the real-time application developed with the 
transfer learning for the detection of selected fatigue symptoms
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AlexNet consists of five convolutional layers and three ful-
ly-connected layers, whose parameters are established during 
the training procedure. In total there are 60 million parameters 
in the network, which makes the optimization procedure ex-
tremally time and resource consuming. Therefore, the training 
procedure usually requires using graphics processing unit for 
computation, which speeds up this process significantly [19]. 
Each convolutional layer is followed by ReLU (rectified linear 
unit) layer, which is a nonlinear activation function. This layer 
performs threshold operation. Any input value of this layer less 
than zero is set to zero, whereas positive values stay unchanged. 
It is proved that the application of ReLU as an activation func-
tion instead of its standard equivalents reduces the time it takes 
to train the neural network [27].

AlexNet also includes three pooling layers, which summarize 
the outputs of neighboring groups of neurons. These layers also 
reduce dimensions of feature maps, which influences the duration 
of the network training procedure. To avoid network overfitting 
to training data, the authors implemented dropout technique and 
local response normalization. The number of outputs of the last 
fully connected layer is equal to the number of categories rec-
ognized by the network. The next layer, called softmax layer, 
calculates the probability of classifying the input image to the 
particular class. This probability is the basis for making the final 
decision about the classification result [19]. The pretrained model 
of AlexNet available in Matlab environment requires input RGB 
images and their size has to be 227 by 227 pixels.

5.	 Methodology of the research

As it has been already mentioned, the aim of the conducted 
research was to develop the detectors of the chosen symptoms 
of fatigue, which are:
●	 yawning – a sign of drowsiness,
●	 furrowing the brow – a sign of a long-lasting need to stay 

focused,
●	 and narrowing or even closing the eyes – a sign of falling 

asleep.
Each detector is based on the pretrained AlexNet model avail-
able in Matlab environment and recognizes only two classes. 
Because the network model has 1000 outputs, it has to be 
slightly modified to fit the new task. Therefore, last three layers 
of pretrained AlexNet has to be substituted with new ones. The 
new fully-connected layer should have only two outputs, be-
cause there are only two classes – the symptom and lack of the 
symptom. The parameters of this layer has to be established in 
the training procedure, which is usually called fine-tuning while 
using transfer learning technique. The next two layers should 
be substituted because of the reduced number of outputs in 
the preceding layer, but they do not have learnable parameters.

All detectors were fine-tuned and tested using database col-
lected by the authors. The base consists of labeled grayscale im-
ages of 19 individuals presenting simulated symptoms of fatigue 
and neutral facial expressions. All images were acquired with 
Basler acA2000‒165umNIR camera whose detector is enhanced 
for near infrared spectrum. The camera was equipped with ded-

icated lens and band-passing filter fitting the spectrum of the 
near infrared illuminator. Such a choice of an image acquisition 
device and its accessories resulted from the necessity of moni-
toring drivers also in the night, when there is not enough visible 
light for traditional cameras. Each acquired image underwent the 
procedure of face detection with the use of Viola-Jones algorithm. 
Moreover, input images of developed fatigue symptoms detectors 
were limited to the regions including useful information. Fig. 2 
shows the way of cropping the region of interest from the whole 
face images for each considered symptom of fatigue. Figures 3‒5 
present a subsets of images used for learning and testing the de-
veloped detectors. Input images of each detector had to be resized 
to fit input layer of the AlexNet model.

Research methodology assumed training and testing each 
detector for each individual separately. Therefore, in each eval-
uating session all images of one individual made the testing set 
and images of all other subjects were used to train the detector. 
In that way, the training and testing procedures were performed 
with 19 sets of training and testing data for each detector. More-

Fig. 2. Regions of interest for different symptoms (from the left: 
yawning, furrowing the brow and narrownig or closing the eyes)

Fig. 4. A subset of images of a single individual used to develop the 
detector of furrowing the brow

Fig. 3. A subset of images of different individuals used to develop the 
detector of yawning
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over, for each individual the training and testing procedures 
were repeated a few times and the best obtained results have 
been presented in this paper. The highest testing accuracy was 
the measure of the result quality. It can be calculated as the 
quotient of correct detections and all analyzed cases. It can be 
expressed as a percentage or a fraction. Each training proce-
dure was performed using 64 images in one iteration. To avoid 
overfitting, the training procedure was terminated if the mean 
accuracy in last 20 iterations was higher than 95%.

For the evaluation of the developed detectors, apart from the 
accuracy, the confusion matrix was used. It is a square matrix, 
whose rows refer to the exact classes of analyzed cases and 
columns present the decisions made by classifier. The number 
in a cell placed in the intersection of the i-th row and the j-th 
column means the number of cases belong to the i-th class and 
classified to the j-th class. This value can be also expressed 
as a relative value. It requires dividing the absolute value by 
the number of all cases of the i-th class. For binary classifier 
(with only two classes) the confusion matrix contains only four 
elements, which in this paper mean:
●	absolute TN (true negative) or relative TNR (true negative rate) 

describing correct detections of a lack of a fatigue symptom,
●	TP (true positive) or TPR (true positive rate) describing cor-

rect detections of a fatigue symptom,
●	FN (false negative) or FNR (false negative rate) describing 

incorrect detections of a lack of a fatigue symptom
●	and FP (false positive) or FPR (false positive rate) describing 

incorrect detections of a fatigue symptom.

6.	 Results

As it has been already mentioned, each detector was trained 
and tested using 19 sets of training and testing data. In this 
way, the results for each individual were obtained. It should 
be noticed that in all cases the training set did not contain im-
ages of a particular individual (all images of a given individual 
were used exclusively in testing). Such a methodology seems 
to be the most appropriate, because in practice a driver moni-
toring system should produce satisfactory results for individ-
uals, whose images were not available while developing the 
detectors of the fatigue symptoms. Figures 6‒8 illustrate the 

accuracy of training and testing obtained for each individual 
and all developed detectors. To simplify the comparison, the 
ranges of all vertical axes are the same. Besides, the minimum 
of each y-axis is not 0 but 85% to facilitate the analysis. It can 
be noticed that for each detector the values of training accuracy 
are similar for all individuals and are higher than 95%. On the 
other hand, the values of testing accuracy are in many cases 
slightly lower and depend on the fatigue symptoms and on the 

Fig. 5. A subset of images of a single individual used to develop the 
detector of narrowing or closing the eyes

Fig. 6. Accuracy of training and testing obtained for each individual 
– detection of yawning

Fig. 7. Accuracy of training and testing obtained for each individual 
– detection of furrowing the brow

Fig. 8. Accuracy of training and testing obtained for each individual 
– detection of narrowing the eyes
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individuals as well. Nevertheless, in all these cases except one, 
the accuracy of testing was over 90%.

However, accuracy is a global measure of the classifier 
quality and it does not show the distribution of the classification 
errors between the recognized classes. Therefore, the confusion 
matrices were also calculated in order to make a more precise 
and objective evaluation of the detectors. Table 2 presents the 
values of TPR and TNR of testing for each individual and for 
all developed detectors. It should be mentioned that three in-
dividuals were unable to simulate the symptom of furrowing 
the brow. In that cases the values of TPR (and also FNR) could 
not be determined, which is denoted as “–“ in Table 2. A low 
value of TPR indicates that numerous instances of a particular 
fatigue symptom are undetected. Similarly, a low value of TNR 
denotes frequent incorrect detections of a particular symptom.

Table 2 
The values of TPR and TNR of testing obtained for each individual

Person 
ID

Yawning Furrowing 
the brow

Narrowing 
the eyes

TPR  
[%]

TNR 
[%]

TPR 
[%]

TNR 
[%]

TPR 
[%]

TNR 
[%]

01 100.0 100.0 100.0 99.8 96.2 99.5

02 100.0 100.0 100.0 100.0 94.6 99.7

03 100.0 100.0 99.7 100.0 96.1 94.3

04 99.4 100.0 – 99.6 97.1 99.1

05 100.0 100.0 – 100.0 93.2 100.0

06 100.0 99.4 100.0 100.0 96.2 99.7

07 99.1 100.0 100.0 100.0 95.8 98.7

08 96.3 97.7 80.3 100.0 93.7 95.9

09 100.0 100.0 61.2 100.0 90.5 94.5

12 85.2 100.0 97.4 99.8 94.7 98.6

14 100.0 100.0 98.1 99.5 99.8 92.3

16 94.2 100.0 100 86.2 89.3 100

17 100.0 100.0 97.3 100.0 99.8 97.6

18 100.0 100.0 94.4 99.8 99.8 85.1

19 100.0 100.0 87.6 100.0 97.2 92.2

20 100.0 100.0 99.2 100.0 91.5 99.3

21 100.0 100.0 85.5 97.3 91.6 94.2

22 100.0 100.0 100.0 94.4 100.0 98.5

23 100.0 100.0 – 100.0 71.4 99.5

On the basis of the absolute confusion matrices for all 19 
sets of training and testing data, the overall confusion matrices 
were determined for each developed detector both for training 
data and for testing data. Each overall absolute confusion ma-
trix was calculated as a sum of all obtained confusion matrices 
for a particular detector. Finally, for each detector two relative 
confusion matrices were computed, one for training data and 
the other for testing data. They are presented in Tables 3‒5.

Table 3 
The overall confusion matrices for training and testing data 

– yawning

Exact class

Result of recognition 
(testing)

Result of recognition 
(training)

Lack of the 
symptom Yawning Lack of the 

symptom Yawning

Lack of the 
symptom 99.85% 0.15% 99.86% 0.14%

Yawning 1.72% 98.28% 0.57% 99.43%

Table 4 
The overall confusion matrices for training and testing data 

– furrowing the brow

Exact class

Result of recognition 
(testing)

Result of recognition 
(training)

Lack of the 
symptom

Furrowing 
the brow

Lack of the 
symptom

Furrowing 
the brow

Lack of the 
symptom 99.30% 0.70% 99.44% 0.56%

Furrowing 
the brow 4.96% 95.04% 1.67% 98.33%

Table 5 
The overall confusion matrices for training and testing data 

– narrowing the eyes

Exact class

Result of recognition 
(testing)

Result of recognition 
(training)

Lack of the 
symptom

Narrowing 
the eyes

Lack of the 
symptom

Narrowing 
the eyes

Lack of the 
symptom 96.65% 3.35% 97.93% 2.07%

Narrowing 
the eyes 5.41% 94.59% 2.10% 97.90%

7.	 Conclusions

The results presented in the previous section indicate that it is 
potentially possible to apply the proposed approach based on 
transfer learning to the problem of the fatigue symptom detec-
tion. The obtained overall statistics of misclassifications seem 
to be quite satisfactory, especially while taking into account the 
fact that all data of the individual whose images were used in 
testing were excluded from the training dataset. The best results 
were obtained for the developed detector of yawning. The level 
of errors for testing data in this case is less than 2%. The other 
two detectors produced worse results. The misclassification 
rates of testing for the detector of furrowing the brow and the 
detector of narrowing the eyes were estimated at about 5% and 
5.5% respectively. It seems to be understandable as the yawning 
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symptom is easily visible in images. Other symptoms are not so 
clear evidence of fatigue even for a human expert because there 
are people with natural face expressions containing slightly fur-
rowed brow and narrowed eyes. The presented results also show 
that TNRs were higher than TPRs for all developed detectors. 
It means that the incorrect detection of a particular symptom, 
which is also called a false alarm, is less probable than the 
opposite misclassification.

It should be remembered that presented methodology does 
not include assessment of the real level of fatigue caused mostly 
by sleep deprivation that can seriously impair drivers. Finding the 
indications of drowsiness other that these presented in this paper 
is of paramount importance because of people that are getting 
drowsy without the visible symptoms discussed here. So this is 
natural step of the next research. It could be very difficult to gen-
erate features in above cases when even a human expert cannot 
recognize them but the convolutional networks with their auto-
matic feature generation seem to be a very promising solution.
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