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Abstract

The interesting properties of a class of expandipgtems are discussed. The operation of the caoms
systems can be described as follows: the inputasigrprocessed by a linear dynamic converter in sulese
time intervals, each of them is equal®o Processing starts at the momemts T;, always after zeroing

converter initial conditions. For smooth input sitpand a given transfer function thfe converter one ¢
suitably choosd; and the gain coefficient in order to realize tlstplated linear operations on input sigr
which is quite different comparing it to the opé@atrealized by the converter. The errors of padas
operations are mainly caused by rmmeoth components of the input signal. The primsifbr choice of syste
parameters and rules for system optimization agequted in the paper. The referring examples taehesd too.
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1. Introduction

The idea of so called “expanding systems” [1] weesented fifty years ago. This idea has
been used for several applications in metrologyt (@corders, Keinath’'s compensator,
nonlinear static converters for analog computeis ather). The current paper deals with a
certain class of expanding systems realizing dyc@moperations on input signals.
According to classification rules given by F.E. migikov [1] one can treat them as “passive
expanding systems”. The systems of this type carabgigned for dynamical operations on
“smooth” input signals. The easily feasible cergrs with suitably tuned parameters (like
oscillatory ones) can be used as units procedbimgnput signals. The expanding system
input signal is processed periodically with perigdand results of processing are revealed in
time instanta=n-t forn=1, 2 ...

Let us assume that a “smooth” signal fofl, <t < (n +1)EI'i is given by formula:

AT, +1)= x0T )+ X0+ )T ] T} ostsT . 1)
In factitis :
T +t)=x(ncn)+Tiit@x[(n+1)cn]—x{nmn+;:A(r,n)Bin[”$ fﬂj, @

whereA(r, n) — amplitude of the component of peridd r for the interval with consecutive
numbern. Under the assumption that sigxéh [IT; + t) is smooth (1) the existence of this
component entails an error. The condition for adrperformance is error minimization via
optimal selection of the converter parameters. €hasmponents of (2) which are absent in
(1) are responsible for errors.
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The operation realized by the considered evolvysjesn can be described as follows: the
dynamic converter, represented by transfer fundfi@h and corresponding impulse response
k(t), processes the signa(t). The processing starts at the momenrtn(T,. The initial
conditions of the converter at momertts n[T, are always equal to zero. The result of
processing fort = (n + 1)T; is revealed (recorded) and the new, consecutisselof
processing starts. So called “controlled inteapsdt [2] and summers with possibility of
tuning of gains for signals representing addends lee used as components of a system
realizing the operatioK(s). The above components have to be controlleddgkampulses

generated with perio@; (periodic zeroing of initial conditions) .
2. Processing of theinput signal

For zero initial conditions one obtains the contiolu formula:
T
y[(n+2) ] = [ X{n(T, +t-v)0k{v) v (3)
0

for each time rangen(T, <t < (n +1)ri. Using (2) one can transform (3) to the form:

m

yl(n+) ] = (T ) +H{{(n+ )T ] - n T 1 (T)+ Y Al n)s(rT), @)

r=1
where:

(D)= Ko W =2 Yoo

. (5)
s(r,T) :{ k(7 - \)Bin(m_jrz NJde
The above means that for a smooth signa(isn) =0 and
(n+2) ] = {n ] n(T) + {0 + ) %] - {n T} 1 (7). 6)

The (6) holds even for discontinuities x¢f) for t =n[T,. The coefficientsS(r,'I‘i) define

the sensitivities of operation in respect to noresth components of(t). The error caused by
non-smooth components is defined by the last elemeformula (4), expressed by sum of
products Ar, nS(r, T,) [3].

3. Realization of the measurand

If measurandy, [(n+1)(T,| represents a linear operation on sigr@), like follow-up
action, integration, differentiation, delay, weigtit averagegtc, then the result of the
operation can be expressed as a linear combinatiealues:

Yul(n+2)]= ¢, B{nT ]+ C, H(n+1)1T; . (7
The (7) holds for smooth signals given by (1). E awdmit that result (6) can be scaled

according to formulay[(n+1)(T,]= p0y,[(n+1)(T, ], wherep — scaling coefficient, then the
following condition can be formulated:
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H(T C,

HT)-H(T) G ®

Formula (8) defines the ratib(T, )/ H (T, ). Assuming the type of the transfer functig(s)
of the converter used to realize the system oneldhthoose such parameterskdf) and
time T, that condition (8) is fulfilled. The curves:

h
Y1(t)=HLEt)) ©)
Y, (t)=h(t)

make the necessary choice easier. Basing on the ¥uytt) one can chose parameters of the
transfer function and tim@&; fulfilling condition (8) — sometimes there are rgasolutions.

The value ofp can be determined using cur¥gt). If one obtains a set of solutions, then the
final choice has to be done. The final solutionwdtidoe chosen from solutions of (4,5) for
various values of parameters of the transfer fondti(s) and timesT, in such a way it (the

solution) minimizes errors caused by lack of smpesls ofx(t), i.e. values of1 s(r,T)- It

means that the best solution ought to guaranteentimemum of l[g(r’Ti). Maximal
p

shortening ofT; seems to be most decisive, because imafluences the valueA(r, n),
especially the valué(1, n), which is usually inversely proportional T .

4. Examples
Let us consider the following three types of lineperations:
Follow-up action:
y[(n +1)Ti] = x[(n +1)'|'i ] : (20)

The above operation required; )/ H(T,)=1.
— Integration:

Ezj(nEI'i +t)mt:%{x[ntri]+x[(n+1)[r]}, (11)

0

Y[(n"'l) i]=

|-

For that operation one should chd§g )/ H(T,)=2.
— Differentiation:

M+ T]=T A0 T +0)= 0+ )T ]- {0 12)

Now the relatiorh(T, )/ H (T, ) = 0 ought to be attained.
— Delaying for time relation delay:

t=a, y(h+)T]=x(n+1-qT]. (13)

The correct proportion is(T, )/ H(T,) =1/(1-q).
~ Weighted averaging for exemplary weight functieft) = expa®/T,):
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o)==
0

=x[nﬂtﬁ“§‘—-] “”Dﬂtﬁea =4 j

M should be fulfilled.
alg®—e*+1

It is obviousthat each of the operations described above careated as a particular case
of formula (7).

Let us assume that the operations mentioned abave to be realized by means of a
converter described by transfer function:

(14)

Now h(T,)/H(T)=

Kk

K(s)= . (15)
1+ 2[BD§+[S j

@ W
where parametersk,B i ) are properly chosen and the converter is stalle (
B>0,ay>0). The curvesY,(tZy) and-Y,(t 2y ) for B =0 (case 1)B = 0.2 (case 2)B =
0.35 (case 3)B = 0.65 (case 4) andl = 3 (case 5) are shown in Fig. 1. For example, the
possibilities of realization of follow-up action)(for B = 0 as well as integration (b) f8r= 0
and B = 3 are transparently indicated in Fig. 1. Tableahtains the set of results and
respective values of coefficien&r, T;), forr = 1,2,...5, obtained by simulations using a
typical computer program solving differential eqaas and relations (3) and (5) written in
the form of such equations with taking into accotlvet form (15) of transfer functions. The
results of Table 1 are not optimal but only illasér the possibility of obtaining some forms of
the measurand. No optimization algorithm for thaewaoter is presented and its creation does
not seem to be a simple task. Most significantes tendency to shorten the tifigand to
lower the value§(r, Ti)/p

Y1 = : :
2.000 \\H\\
: — :
T ST S W, : ST p
1.000 ’ -
(b) (b
(a) 1
0.000 (Abt
——2
1.000 —| 4 / ﬁ'—'—_‘B
Y, /
2.000 J‘; i ; ' ; ; :
0.000 1.000 2.000 3.000 4 .000 5.000 6.000 7T .’OUO

Fig. 1. The curve¥;(t [ay) andY,(t Cky) for transfer function (15) and five values® 0,0.2,0.35.0.65,3.
The biggemB the bigger the digit indicating the respectiveveur
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Table 1. The parameters of transfer function ()sen for realization of follow-up action, integoat,
differentiation and respective values of coeffitss®(r, T;).

h(T;)

Lp. B w, T, ) k s@T,) | sC.71,) | s@T1,) | s(a,1,) | s(5.71,)
1 0.00 4.48 1 0.977 1.340 -1.420 -0.600 -0.040 -0.301
2 6.29 0 1.000 0.065 -3.140 -0016 0.004 -0.008
3 3.13 2 0.500 1.570 0.004 0.004 0.000 0.003
4 0.20 5.03 1 1.000 0.894 -1.350 -0.137 -0.205 -0.108
5 3.00 2 0.658 1.167 -0.042 0.047 0.018 0.024
6 0.35 6.70 1 1.106 0.501 -1.330 0.566 -0.152 0.084
7 2.90 2 0.787 0.959 -0.044 0.069 0.025 0.034
8 0.65 2.99 1 1.000 0.740 -0.089 0.086 0.013 0.037
9 0.48¢
10 1

7.10 0.81¢ 1.000 0.591 -0.830 0.484 -0.238 0.119
2.78 2 1.037 0.707 -0.045 0.087 0.025 0.040

11 3.00 2.53 2 3.000 0.224 -0.014 0.06 0.0( 0.0B2
12 | -0.27 4.64 1 1.103 2.090 -2.700 -2.14 -1.410 -1.120
13 3.47 2 0.298 2.760 -0.166 -0.17 -0.116 -0.116
14 7.76 - 1119 -0.84 -4.090 -6.690 5.06 6.100 4.400

0

The data gathered in Table 1 incline to the forrmoiteof the following conclusions:
The possibilities of follow-up operations on smosttnal 6(T;) / H(T;) = 1) appear for a
damping coefficienB < 0.35. The statement: “the smalethe shorter timd;” applies to

the considered case. For negative valud3 ofie can observe higher sensitivities to non-
smooth components of the input signal. It makesahaapplication of converters wih<

0 seems to be irrational.

For “classic” value of damping coefficier® < 0.65, which usually characterizes
dynamics of recorders, we cannot fulfill the requmienth(T;) / H(T;) = 1 for timesT; as
short as those proper for operation of dot-recardé}. In the considered case we can
speak rather about an averaging operation or bperaf delaying the input signal. The
above conclusion corresponds with the thesis famtedl by dynamical measurement
science [5] and respective parametgrand a can be determined from formula (13) or
(14). For line 8 in Table 1 we obtain a delay tithe 1.53 k. For line 9 in Table 1 we
obtain to = 1.29w. So, for the samB the delay depends dnand that effect ought to be
explained.

The big coefficientsB are necessary for integration. There are two reasopporting the
previous statement: short timds and small sensitivities to non-smoothness of input
signal. We can easily observe that for Bigthe transfer function (15) becomes the
transfer function of an integrating converter. Tba be treated as an explanation of the
obtained result.

Line 2 in Table 1 corresponds with differentiatioha smooth signal for relatively long
time T, and high sensitivity to non-smooth component refgrtor = 2.

Line 14 in Table 1 applies to the operation eliagling of the input signal by delay tiriig
Operation “generated” by line 14 is extremely s@vesito non-smooth components of the
input signal. The application of the last two smo$ in practice seems to be at least
discussable, however they seem to be very intaggdtiecause we are able to realize them
by means of a converter with completely diffeneraperties.
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5. The effect of delaying of a smooth signal

Expanding the integrand of the convolution integralTaylor's series we obtain the
following model of the input-output relation forsanooth input signat(t) [6]:

y(t)=h()B{ t- 5 (9}

t t -1 16
to(t):jtm(t)mtg{jk(t)mt} , (4
W Ej;h(t)mt
where: =1-
t h(t)
Hence, using (13), one obtains:( ) ( )
to(T) _,_H(T)_
T =1 h(i) g. (17)
Finally, we obtain:
t(T)=am, (18)

exactly like it was assumed in formula (13). UsougvesYi(t), Yz(t) and taking into account
that h(T;) / H(T;) = 1/12-q one can determineyT,,wit, andk as a function o8B, q, if the
converter is represented by transfer functioB).(Eor converter (15) an@< B <1 one can
choseq belonging to the range 0.2, .....0.6. The curvesdy T}, (B), ayTo(B), aTo (B) and
k™*(B) are shown in Fig. 2. Additionally, the relatiart = oo

2.000

1.800 —

1
1.600 — k

1.400 —ooob ----------- woto ifg=0.2 . A//(,doto(oo)

7 |

1.200 —— Bt gnnelfowsmsesssidrssassonsnd .« A §

gl i k' ifg=0.2

1.000

0.800 ‘ ; . : ;

0.600 —  0.1uwyT; if -----

q=0.2 : wWoto if q=0 6
0.400 —f---eeeeen Lmeenneaaeg e L i B ST ST TTTER R P
A 0.1woT; if 0=0.6 . Kk if g=0.€
0.200 e g ;
0.000 i : i : : : 1
0.000 0.200 0.400 0.600 0.800 1.000

Fig. 2. The curves wto(B), ato( ), 0.1Ti(B) wito(B), andk™ (B) obtained foig equal to 0.2 and 0.6.
lim ag, @, (t) = 2B = at, (), (19)

which holds for (15) is shown in Fig. 2 as well.
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We can observe thdi(B) andty(B) for q = 0.2 increase, iB increases too and for big)
curvety(B) asymptotically approaches the cun\g(»o). ForB < 0.8 and smalty, delaysty(t)
given by (16) are bigger thag(oo). Thus, there is accordance with data in Tableot. dr=
0.6 delaysTi(B) and to(B) decrease and the requir&B) increases ifB increases. For
example, ifB = 3, thenT;(B) andap [N = 0.49,ap [1p= 0.3 anck = 18.4. The small delays, if
other deformations are absent, can be acceptabben the point of view presented by
dynamical measurement science [7]. The prodlidilay for the currently considered case is
substantially smaller comparing it to referring ualfor “classic” choice of the damping
factor, i.e. for B = 0.2 (see data in Table 1 for follow-up actiolhe curves representing
signalx(t) = cos0.H] its perfectly delayed fornx;(t) = cos0.5t — 0.3)and the output signal
y(t) of the expanding system are shown in Fig. 3. \&ie abserve good “convergence” of
valuesy(n LT;) to x,(t). It should be mentioned that an application ofassic linear converter
with B = 0.65 leads us to a four times greater delagn(the delay time is 1.3 s).

Xy

1.000

-0.000

-1.000

Fig. 3. The input signa{(t) = cos0.5, the perfectly delayed input signa(ty) and the output signg(t) of an
expanding system based on transducer (15) witt8B =

6. Summary

The considered type of expanding systems can eealany linear operations on smooth
signals. The non-typical forms of transfer functatan be used for realization of required
operations. The results referring to follow-up awtiif small delays are acceptable, are better
than those obtained for linear converters withroptiparameters representing their dynamics.
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