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Abstract

Many studies have been developed aiming to impdigial filters realizations, recurring to intrieastructure
and analyzing probabilistically the error's behawvibhe work presented in thisper analyzes the feasibility
fixed-point implementation of classical infinite impulsesponse notch filters: Butterworth, Chebyshevd Hy
and elliptic. To scrutinize the deformations sugfitfor distinct design specifications, it is asedssheeffect o
the quality factor and normalized ooff frequency, in the number of significant bitsceesary to represent

filter’s coefficients. The implications brought F®GA implementation are also verified.

The work focuses especially on the implementatibpawer line notch filters used to improve the sigto-
noise ratio in biomedical signals. The results mlgi&, when quantizing the digital notch filterspahthat by
applying second-order sections decomposition, losep digital filters maybe designed using only part
double precision capabilities. Higirder notch filters with harsh design constraims inplementable usit
double precision, but only in secondder sections. Thus, it is revealed that to ogET@omputation time

realtime applications, an optimal digital notch filtenplementation platform should have variable arigtio
precision.

Considering these implementation constraints, utmmseration performance is finally estimated w
implementing digital notch filters in Xilinx Virte® fieldjprogrammable gate arrays. The influence of se
design specification®.g.type, and order, in the filter's behavior was eaé¢d, namely in regard to order, ty
input and coefficient number of bits, quality facend cut-of frequency. Finally the implications and poter
applications of such results are discussed.

Keywords: digital filter implementation, digitaltér word length effects, notch digital filters.
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1. Introduction

Notch filters are very important in a wide variaif/ instrumentation applications, from
telecommunications to biomedical signals processiiigere often it is necessary to remove a
narrow band or even a single frequency of the nreasent signal. Digital implementation of
these filters is preferable to an analog implenteriadue to drift absence and straightforward
design of higher quality factors. Nevertheless,itdigfilter implementation has accuracy
limitations due to the arithmetic’'s finite precisigl-4], an issue that is much more
significant in fixed-point arithmetic than in a #ttng-point one.

Due to the ease of designing and calculating tlefficeents of high-performance digital
finite and infinite impulse response (FIR and IlIfd)ers, the filter outcome is taken for
granted, but, particularly if dealing with limitecapacity fixed-point platforms (such as
microcontrollers, digital signal processors, areddiprogrammable gate arrays) or with very
demanding design constraints, the filtering stagg hmave a pernicious effect on the signal,
completely missing its purpose.

Article history: received on Apr. 19, 2010; acceptsm Jun. 8, 2010; available online on Jun. 160200DI: 10.2478/v10178-010-0019-3.
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This problem has been studied-§? and, disregarding additional error sources ogtng
from the A/D and D/A conversions, the three keyetypes are:

I. Quantization of the input signal into a finitet ©f discrete levels;
Il. Representation of the filter coefficients bglaort number of bits;
[ll. Propagation of rounding errors occurring iftlametic operations.

To evaluate these errors influence in the finaéfibutput, several approaches have been
proposed [29, 12-14]. If input quantization errors, denoted aboveyge-Il, are assumed to
be random variables with a uniform probability dmition, a number of analysis tools is
available to characterize their behaviourH{18]. Errors of type-Ill are incessantly subject of
reductions through the implementation of novelatite variations [12, 5, 15-17] based in
state-space structures and direct form | with ef@edback, also known as noise shaping or
error spectrum shaping [5, 9, 18].

A short number of bits to represent the filter'®ffiwients, errors previously denoted as
type-ll, also have a comprehensive bibliographyporeng studies on important
implementation issues. Some instability threshalds to these errors were derived [6, 19],
not including notch filters, coefficients sensitwiapproach [15, 1&0], and structural
changes to minimize the impact of these errors[2, 17], but none of these approaches
considered notch filters.

Considering specifically biomedical applicationsy® studies have analyzed the digital
filters distortion effect on the signal [15], butet feasibility and the outcome of the
implementation has only recently been discussefl Mareover, several biomedical studies
ignore, to some extent, the higher-frequency coraptsof the signals, implementing low-
pass filters, or wide band-stop filters. Ballistmiagrams, electrocardiograms,
electroretinograms which have sampling frequenéiesn 200 Hz to 2 kHz, and other
biomedical signal high-resolution processing syst&enefit from the use of power line notch
filters. However, recent applications of biomedicaystems tend to use wireless
communications, limiting the maximum sampling freqay to about 200 Hz, so the
fundamental power line frequency is the only concétence notch filters are apposite to
such applications, instead of comb filters, whiciyrbe of interest in higher sampling rates.

Since acquisition systems work at distinct sampiatgs, the analysis of IIR digital notch
filters performance at different normalized cut-éféquencies allows ensuring that most
biomedical signals fit in the tested range, andhs conclusions are applicable to a broad
variety of digital biomedical signal processingtsyss. Although IIR filters are known for
their phase distortion, the effect of notch filterish a very high quality factor is very limited
in frequency and concentrated only in the stop b@2426], so it is no major concern.
Furthermore, techniques for compensation of distorhave been published [27]. Thus the
approach taken is valid.

Subsequently, MATLAB processing capabilities areeduso evaluate the fixed-point
arithmetic numerical accuracy requirements to rzealeveral types of IIR notch filters, at
different design specifications and structures. Ppeeformance of a Xilinx FPGA of the
Virtex 5 family, when subject to these structuradifications, was assessed using Xilinx ISE
10.1. The discussion and conclusions on the FPGwaweur complete this work.

2. Second order filters

Using dedicated filter design software, floatingrpadouble precision coefficients were
computed for the following filter types: ButterwbytChebyshev types | and Il, and Elliptic.
A normalized notch frequency vect@.s was considered with 9 points per decade spaced
from 10 to 0.3 (totalling 30 points) and a quality fact@ctor Qes; also with 9 points per
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decade spaced from 1 to*iffotalling 37 points) and filters of even ordersm second to
tenth were designed.

In view of the fact that the quantization inducedepmovement, a stable filter after
guantization may become unstable or even if thetiged filter is confirmed to be stable, its
outcome may be unacceptable, thus stating thadwgdththe poles remain in the interior of the
unit circle, the quantization is too coarse andgbles and zeros movement deforms the filter
behavior.

To diminish the wandering of poles and zeros, calaable method is the implementation
of the filter in second-order sections (decomposingN" order filter in the product of N/2
second order filters, provided that N is even),stdering that the coefficients’ quantization
causes minor pole movement than in higher ordeiosec The impact of this option will also
be evaluated.

2.1. Filter definitions

The normalized frequendy is defined as the ratio between the frequencytb@dNyquist
rate, thus resulting in units of half-cycles panpée.

The quality factoQ is the ratio betweef, and the bandwidth (difference between upper
and lower cut-off frequencie; andQ,), while the notch frequendyo, the centre of the stop
band, is the geometric mean®@f andQ,. Since results should be parameterized as fursction
of Qo andQ and filter design algorithms proceQs and(,, (1) was used to obtai®; andQ,
from design specifications Ry andQ.

Q I~
Q, =yQQ, 2 :2_Q0(1+ 1+ LQZ)
=

— QO
Q_Q

— _Q) ' (1)
,— 1__0

QZ

The filters were implemented using both Direct-Fdriand II, depicted in Fig. 1, for a
second-order section. The respective transfer immdil(2), is presented in (2).

_Y(@ _R+hZ+ b7
I_I(Z)_X(z)_1+alz‘1+ 37 ()

x[n]

Fig. 1.Implementation of (2): left with Direct-Form | (4and right with Direct-Form 1l (5).

Stability assessment was made searching for pdlésedfilter’s transfer functionH(z),
outside the unit circle. The n bit fixed-point dift deviations to the floating point double
precision format design (16 decimal digits of psem in calculations, IEEE decimal64
format) [28] was measured making use of its fregyaesponse magnitudg], ilj2)|, root
mean square errey i (in dB), using (3),
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gnbit :\/ ix DHnbit(jQ)‘dB _‘H roat(jQ)‘dB:|2, (3)

Q freq_ resp:Qmin

whereH, ,i(j©2) andHioadj€2) the transfer functions of both filters, af¥eq respiS @ vector
with 221 points, varying from the 3L.&alf-cycles per sample &2, up to 1 half-cycle per
sample 0fQax in Which the transfer function discrepancies Wwél evaluated.

It should be noticed that, i could have been defined in linear units or usheyghase or
group delay difference, but since the magnitudéBns the most widely employed method to
assess filter response, the parameigs was chosen to measure directly this dissimilarity
dB. Filter deviations are problematic both in pasd in stop band, since deviations start to
manifest in the stop band and afterwards spredldetpass band also. The root mean square
(rms) error, defined in (3), copes with this by aliyyweighting all frequencies.

2.2. Filter structures details

Direct-Form 2 implementation of a digital filter Elso known as the canonical form
[22-26], this filter realization method uses the minimamber of delay elements, which is
equal tothe order of the transfer function denominator. $beond-order case was presented
in Fig. 1 and the transfer function in (2). Thefeliénce equation implementation instead of
the usual form, which is the base of Direct-Forr@), is changed to (5).

in=hxd+ bxnrd] + bixr2] — dyd] — A y], (4)

{3{“] =bywn] +bwn-1] +b2W[n-2]}
wn] =>{n]-awn-1]+a,wn-2] |

Implementing (5) requires 2 delays[( — 1] andw[n — 2]) instead the 4 delaysg[( - 1],
andx[n — 2], y[n — 1], andy[n — 2]) required by (4). The number of multiplicatioiss5, and
the number of sums is 4, for both implementatidriee difference resides in the amount of
computations that may be done in parallel. Usingy[B] is computed aftew[n], whereas
using (4)y[n] is directly computed.

All the delayed signals may be multiplied by theispective coefficientaf, ay, by, b,) in
parallel. So, the time sequence of the implemematonsists of 2 multiplications (the one
stated previously and the prodisgitv[n]) and 2 additions (add up[n] and final computation
of y[n]).

For Direct-Form | (DF 1), as the delays duplicdtes time sequence of the implementation
is reduced to half. Therefore, on a parallel corapom platform, such as an FPGA, the result
is computed in half the time of Direct-Form Il (Dl. Another very appealing property of DF
| over DF Il is that it cannot overflow internallyyhen fixed-point arithmetic with two’s
complement is used, and the output signal is igeda3].

However, for higher order direct-form filters, quiaation errors in the filter coefficients
grow, especially in notch filters, where the potesl zeros are very close [24], and DF |
hardly can be expanded, which is confirmed by #ésellts of Section 4. One further remark is
that when quantizing a floating-point filter implented in second-order Sections, DF | and
DF Il will have exactly the same behaviour, as betil have the same coefficients.
Therefore, the choice of one over the other wilbated only on the characteristics of the
implementation platform, namely parallel processiagabilities and memory.

()
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3. Second order filter results and discussion
3.1. Filter stability

Second order band-stop filters of the Butterwo@hgbyshev | and II, and elliptic types
were implemented using fixed-point arithmetic ahd tefinedQs: and Qe Vectors. It was
found that, for every filter type, only the 16 bitplementation was stable for alDis; 2es)
pairs. The minimum quality factor to design an ab# filter, Q""" is 40, in the normalized
notch frequencyQe-""was found as 8x19

If the number of bits of the implementation chantfesfilter stability may vary, in some
specific zones of thees,2:es) grid. Generally, designing a different filter gpfor the same
specification of quality factor, normalized cut-dfequency, and number of bits, will not
modify the stability.

(Q.ag) pairs which generate unstable filters

Fig. 2.Number of2" order fixed-point unstable filters for each pamthe grid(Qes;2tes), in a total of 28
designed per point.

Fig. 2 shows the number of unstable filters obtifee each point in theQies;2:es) 9rid
(total of 1110 filters), considering 10 to 16-bidd-point implementations of the four filter
types (28 designed per point).

Regarding power line notch filter implementationbimmedical systems, the range of the
normalized notch frequencies where the filter istahle represents an important drawback
because implementations with sampling rates frakh2 down to 200 Hz will cross the two
main instability peaks found in Fig. 2. Despitesthf quality factors below 40 are tolerable,
the implementation of 10 to 16-bit fixed-point li®tch filters is straightforward.

3.2. Filter deviations

Second order band-stop filters of the stated typs® implemented using the defin@g.:
andQst vectors. The results obtained i in a second order fixed-point Butterworth filter,
at a fixedQq of 0.05, thus situated in the more disturbing z@me presented in Fig. 3. A grid
is displayed witm from 10 to 16 bits, and the vectQfs:

Smaller values of the quality factor, namely 1,dn#we higher differences, which is due to
the fact that the floating-point filter fixed-poimhplementation creates a deeper notch than
the small deviation due to the fixed-point convensis able to mimic truthfully. If the quality
factor is above 400, the filters have very smaltchofrequency attenuation and a small
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amplitude resonance peak both in fixed and flogpiampt implementations. For quality factor
values above 1000 this peak vanishes and the fk¢és as an all-pass filter, having no
discrepancy from fixed to floating point. To exerfpthis behavior in Fig. 4 the magnitude
of the 15 bit fixed-point Butterworth filter freqney responseH,spii(jQ2)|qs, IS plotted for the
(Qtesﬁgfreq_res;) g“d

2" order Buttenworth filter s
; n hits

250+

200 -4

504"

Quality factar 10

Fig. 3.Second order fixed-point Butterworth filter,;. Normalized cut-off frequency of 0.06,from 10 to 16
bits, andQ; vector.

Butterworth filters are presented as examples énldist two figures, but the other fixed-
point filters have exactly the same characteristegarding the error and the magnitude

response progress with the quality factor and thkkis also generate resonance peaks at very
high quality factors.

2"d order 15 bit Buttenworth filter magnitude response [dB]

IH(iw)ldE

e

BN

e
S

2,
10
Quality factor
1
10

' ' \ T 1 ]
e l l 003 003 01
Marmalized frequency 003 0.04 0.08 006 007

Fig. 4 Magnitude, in dBpf the 15 bit 2 order fixed-point Butterworth filterHhs i(j2)| ¢ With normalized
cut-off frequency of 0.05, and using the gri@e{;2eq resp-
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3.3. Filter optimization

In these implementations we searched for the mimnuoefficient word length that
guaranteed stability and the optimal word lengtimstdering the rms error defined in (3). The
filter demanding wider coefficient word lengths daarantee stability was the elliptic filter.
The Chebyshev type | was the most demanding tonmmei the mean square error to the
floating point implementation. The coefficient wdehgth dependency on quality factor and
normalized cut-off frequency for these two caseshswn in Fig. 5.

d d
2" order Elliptic filter minimum number of bits 2" arder Chebyshev type | filter optimum number of bits

)

Normalized notch frequency . 10
10 4 Normalized notch frequency

Fig. 5 Minimum coefficient word length to implement a d@8™ order elliptic filter, for the Qies,Q1es) grid
(left). Optimal coefficient word length to implentemstable 2 order Chebyshev type I filter, minimizing (3),
the rms error, for thees;R:es) grid (right).

4. Higher order filter results and dicussion

Repeating the design procedurd, 8" 8" and 18 order filters were implemented in
single section and second-order sections. Thetsaggarding filter stability and quantization
effects are subsequently presented.

4.1. Filter stability

Regarding the filter stability, Table 1 presents ttumber of stable filters designed for
each order and each filter type, when using sisgletion (SS) and second-order sections
(SOS) implementations of both Direct Forms. Thaltatimber of pairs in théXes,Q:es) grid
iIs 1110, thus 1110 is the maximum number of stdlilers possible. The maximum
coefficient word length allowed was 16 bits.

Table 1. Number of stable filters of 46", 8" and 18" order.

Type

Order | SOS(DF | and DF 1l)| SOS(DF | and DF 1)
B |Cl|C2| E B| Cl| C2| E

1110/1110/1110/1110| 134 | 138 162 | 133

1110/1110{1110{1110| 16 | 19| 21| 16

1110/1110/1110{1110] 6 7 6 4

10 [1110/11101110[1105 2 3 2 1

[ocA NN N
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When decomposing the filter structure into secora&o sections implementation, the
rearrangement of the coefficients allows the mimation of deviations from the poles actual
value in such a way that only five elliptic filtexsf 10" order are unstable, while the
remaining 1105 elliptic filters of fDorder are stable. All the other filters of eveypd and
order form 4' to 10" are stable.

In Table 1it is visible that for the™order, the single section implementation is nag&n
valid, since only 12 to 14.6 % of the filters implented using this structure are stable. For
even higher orders even fewer designed filter irmgletations are characterized by stability.

Other important result is the maximum and the ayeraumber of bits required to ensure
that the SOS filters are stable for all the pairthie Qresiies) grid. The results are presented
in Table 2.

Table 2. Number of bits (average, maximum, mosjUent) to design stable SOS filters for tRg.2.s) grid.

SOS filters number of bits to stability

Order Most frequent for all _
(Qtestr Prest) Average for all (Qieq,Ptes) Median for all (Qreq,Ptes)
B Cl C2 E B Cl C2 E B Cl C2 E
4 10 10 10 10 10.11 10.1B 10.10 10.n.2 17! 14 14 14
6 10 10 10 10 10.13 10.1p 10.12 10.n7 7! 14 14 14
8 10 10 10 10 10.14 10.1f 10.15 10.pO 17! 15 14 16
10 10 10 10 10 10.13 10.1B 10.16 10.p2 7! 15 14 316

The second-order section filters preserve the liehavesented in Fig. 2. Only a few tens
of them require more than 10 bits. When increathiegorder the requirements of this residual
minority also increase, but only 10 bits are nedde@lmost every filter implementation.

4.2. SOS Filter deviations

The results of previous Section 2.1 indicate theartance of analyzing not only the global
(Q,Q20) mesh but also the zones with more demanding icaeit word length to ensure
stability. Table 3 and Table 4 summarize some efrtteasurements made. The first shows
the great increase in the number of bits to ensiaality, for a normalized cut-off frequency
value of 0.05, thus in the most critical zone. Bkreond represents the averagenféoom 10
to 16 bits, of the root mean square error to thatiihg point implementation; ,i;, defined in
(3), for a normalized cut-off frequency of 0.05.

Table 3. Number of bits (average, median, mostuieet) to design stable SOS filters for the pointthe grid
(Qress2tes) With normalized cut-off frequency of 0.05.

Orde Most frequent for all Average for all (Qres,Ptest = Median for all (Qeg,2est=
) (Qtest,P1ex=0.05) 0.05) 0.05)
B C1 C2 E B C1 C2 E B C1 C2 E
4 16 16 10 16 13.89 1454 13.08 13.p7 15 15 14 15
6 15 14 10 10 13,57 12.84 12.16 13.16 17! 13 13 14
8 10 10 10 14 12.3§ 12.8p 1241 13.16 1p 13 13 14
10 16 16 10 10 13.33 13.5p 12.16 12.p7 1B 14 13 13

The average, median and most frequent coefficiembst length were taken as estimates
of central tendency. These three quantities highlibe changes verified on this region, by
comparison with Table 2. The averages are sigmifigdarger than generally necessary. The
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most frequent number of bits increased in seveaaég, and fluctuations in the median are
also noticeable, underlining the volatility of thesigns in this region.

Table 4. Average root mean square error, in dBnftiee fixed to the floating-point implementatioar &
normalized cut-off frequency of 0.05.

£"'(Quest:2ies = 0.05) [dB]
O rd er aBav SC]_aV aczav aEav

4 90 | 303| 39| 254
6 111 193| 101 189
8 |2502(2500/1105|1124

10 |1829|1782| 905 | 1067

The results obtained for the average root meanrsgeraorat a fixed normalized cut-off
frequency of 0.05, thus situated in the most trimgpblzone, have their minimum in the
Chebyshev type Il filter, which has minimum dewas in every order. Chebyshev type I

deviations to the floating-point implementation presented in Fig. 6.

4" order Chebyshev Il filter & . .. 6" order Chebyshev Il filter &, 0

4 12 .
g 10 Mumber of hits

8" order Chebyshev llfilter ¢ ., 10" order Chebyshev I filter & | 1.

2000 2500
. ., 2000
£ 2000 15 E 1500 15
[ == [ ==
500
0
10 | T}
Quality factar a 10 Mumber of it Quality factar 1D 471 Murmber of hits

10 10

Fig. 6.Higher order Butterworth SOS filtess . Normalized cut-off frequency of 0.06,from 10 to 16 bits,
and Qg vVector.

4.3. SOS Filter optimization

Table 5 summarizes the coefficient word length, nvieptimizing this quantity, for the
(QressPies) 9rid, to ensure the minimum root mean squarereima@m the floating-point
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implementation. It is displayed the coefficients’eeage, median, and most frequent word
length.

Table 5. Number of bits (average, maximum, mosjient) to minimize deviations for th@{<,2:es) grid.

Order Most frequent for all (Q,€2,) Average for all (Q,2,) Median for all (Q,2y)
B C1 C2 E B C1l C2 E B C1l C2 E
4 10 10 10 10 1253 12.7B 12.86 12.)9 10 12 10 10
6 10 10 10 10 11.84 12.0p 11.86 12.15 m 12 10 11
8 10 10 10 10 12.03 12.08 11.91 12.p2 10 13 10 11
10 10 10 10 10 12.1§ 1224 12.15 125 m 12 10 11

The average, median and most frequent coefficiemtstd length, the three estimates of
central tendency taken, illustrate the global behav Although the most frequent is always
10, the fluctuations in the median and in the ayerahow that this is not the optimum value,
and that changes occur among filter types.

Contrary to what one mighd priori expect, it is seen that thd" #rder has the higher
average. Behavior verified also for ensuring sigbiih the critical zone, as previous Table 3
presents. The most demanding filter to minimize éneor for all the points in the grid
(Qesi:es) is the &' order Chebyshev type Il filter. The coefficient ntldength dependence
on quality factor and normalized cut-off frequemeyhese cases is shown in Fig. 7.

4th order Chebyshev type |l filter optimum number of bits

10 -4 Normalized notch frequency

Fig. 7. Optimal coefficients’ word length to implent a stable™ order Chebyshev type | filter minimizing the
norm (3), for the Qes;Res) grid.

According to these results, it is not possible litam an exact expression to determine the
optimal number of bits, from the normalized cut-difequency and quality factor
specifications. This was already suggested by ékalts of second order, as previous Fig. 5
exemplifies.

5. FPGA Performance

The time sequence of Direct-Form Il implementatd®ay consists of 2 multiplications
and 2 additions, whereas in Direct-Form |, the ylelacessary to implement a second-order
section consists of merely 1 multiplication and ddition. Regarding higher order filters
implementation, given the previous results, only gerformance of SOS realization will be
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estimated, which will generate an increment inrbhenber of operations proportional to the
filter's order increasee.g 4" order SOS will require 4 multiplications and 4 ides in DF
[l, and half in DF I.

The additional path delay necessary to link thesdorder sections will be disregarded,
since it is not relevant, thus top performance kel estimated, hence also the latency will be
proportional to the order increase from théader filter.

5.1. Operation latency

The input data will be considered to have 12 andii§ which is a familiar value in
FPGA applications for digital filtering [29], andommon in data acquisition boards and
analogue to digital converters (ADCs). The respitssented were obtained using Xilinx
Virtex 5 SX95T speed -3, with timing performanceogsimization goal. Pipeline stages were
not employed. The fixed point architectures wegasd with maximum output precision.

The multiplications have an increase in the latetih@t would be perfectly linear if the
operands always had an even number of bits. Howeageseen in Fig. 8, some combinations
using one or two odd operands, sometimes have Bnaan behaviour, differing from the
expected.

The additions have even simpler logic, presentitigear variation in the number of look-
up tables with the dimension of the operands, fth8b2 to 1.842 ns. The latency of an
addition is less than one third of the respectiwtipiication.

Latency in multiplications
Latency [ns]

5.800

5.750 —

‘-
B _m

5.700

5.650

5.600
—#—Product 11 bitx

5.550 —— Product 12 bitx

—@—Product 13 bitx

Product 14 bitx
5.500 | o

Product 15 bitx

5.450 Prodl_:ct 16 bitx

10 11 12 13 14 15 16
Number of bits

Fig. 8. Multiplication latency for several combiimats of operands number of bits with maximum output
precision.

All these latencies are very small (below 6 nsk ttuthe simplicity of the logic, and have
a behavior that may be approximated by linear fonstwith reasonable errors, especially if
both the operands have an even number of bits. vim esumber of bits is standard in
commercial ADCs, and from the previous results nfotgrs are optimized with an even
number of bits, hence the errors are in fact small.

5.2. Filter frequency of operation
Since the previous results and the considerat@mkentso far allow the linear interpolation

of the delays with minor errors, it is possiblectiampute the ceiling performances regarding
all the combinations of coefficient word length akidC number of bits.
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The filter maximum frequency of operatidfpax, estimates are presented in the following
Table 6 and Table 7, for a 12 bit ADC, based on FR&A latencies determined in the
previous section, and the implementation architectf each Direct-Form after the place-
and-route process. Table 6 presents the frequdrmyenation of the filters, regarding average
and maximum coefficient number of bits to ensuabitity in all points in the Qies;2tes) grid.

Table 7 displays the frequency of operation assediavith the optimum behavior of the
filters. The results in terms of coefficient numloéibits were presented in Table 2 and Table
5 respectively.

Table 6. Estimated maximum frequency of operatiothe filters with coefficient number of bits tosme
stable design for all points in th®s,2s) grid, with 12 bit ADC, in DF | and DF II.

fuax associated to coefficient number of bits
so that all points of the(Qes,Qtes) grid are stable [MHZz]
Order For mean number of bits in DF | For mean number ofits in DF II
B C1 C2 E B C1 C2 E
2 136.76 136.75 136.77 136.7H 71.16 71.14 71.17 71114
4 68.38 68.38 68.39 68.38 35.58 35.57 35.58 35.67
6 45,58 45.58 45,58 45,58 23.71 23.71L 23.71 23,70
8 34.19 34.18 34.19 34.18 17.78 17.78 17.78 17.[r7
10 27.35 27.35 27.35 27.34 14.22 14.2p 14.22 14.p1
For maximum number of bits in DF | For maximum number of bits in DF Il
2 132.89 132.89 132.89 132.89 67.31 67.31 67.31 67,31
4 132.89 132.89 132.89 132.89 33.6b 33.65 33.65 33|65
6 132.89 132.89 132.89 132.89 22.44 22.44 22.44 22|44
8 132.89 132.42 132.89 131.08 16.8B 16.66 16.83 16/38
10 132.89 132.42 132.89 13.46 13.38 13.46

Table 7. Estimated maximum frequency of operatiothe filters with coefficient number of bits to niinize
deviations for all points in théXes,2:es) grid, with 12 bit ADC, in DF | and DF II.

fuax mean for the (Ques;2ies) grid [MHZz]
Order Direct-Form | Direct-Form I
B C1 Cc2 E B C1 Cc2 E
2 134.60| 134.59 134.41 134.35 68.88 68.87 68.63 6882
4 67.28 67.23 67.19 67.21 34.42 34.34 34.30 34.32
6 45.03 44,95 45.02 44,93 23.1% 23.0[7 23.14 23.04
8 33.71 33.70 33.75 33.71 17.3( 17.29 17.34 17.31
10 26.95 26.95 26.96 26.93 13.82 13.811 13.82 13.[79

The previous tables report the improved performasfcBF | over DF Il. Moreover it is
attested that the relative performance variationditierent types of filter is very small. The
impact of order change in the maximum frequencyopeération is coherent with the
abovementioned latency change.

The succeeding tables, Table 8 and Table 9, présemistimates, for a 16 bit ADC, of the
maximum frequency of operation, obtained with tlzene methodology as the previous
results for a 12 bit ADC. The maximum frequencyopgration for any other number of bits
of the ADC may be computed by extrapolation, siitceas observed that the operations’
latency increases linearly. It should be recalleat wery few products differ from the linear
behaviour, these points may be disregarded initiear regressions without significant error
to extrapolate the latency of other products.
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The results of Table 8 and Table 9 show that theease from 12 to 16 on the number of
bits of the ADC is irrelevant for DF |, and of sihhmhpact on DF II. Hence, the high speed of
computation of the Xilinx device is underlined, esially in lower orders.

Table 8. Estimated maximum frequency of operatithe filters with coefficient number of bits to®ire
stable design for all points in th®s,f2s) grid, with 16 bit ADC, in DF | and DF II.

fuax associated to coefficient number of bits
so that all points of the(Qesy@2tes) grid are stable [MHz]

Order

For mean number of bits in DF | For mean number otits in DF Il

B C1 Cc2 E B C1 C2 E
2 136.76 136.75 136.77 136.75 66.8b 66.85 66.86 66/85
4 68.38 68.38 68.39 68.38 33.44 33.43 33.43 33.42
6 45.58 45.58 45.58 45.58 22.24 22.28 22.28 22.28
8 34.19 34.18 34.19 34.18 16.71 16.71 16.71 1671
10 27.35 27.35 27.35 27.34 13.37 13.37 13.37 13.37

For maximum number of bits in DF | For maximum number of bits in DF I
2 132.89 132.89 132.89 132.89 65.91L 65.91 65.91 65|91
4 132.89 132.89 132.89 132.89 32.96 32.96 32.96 32|96
6 132.89 132.89 132.89 132.89 21.97 21.97 21.97 21197
8 3 8 3

4

132.89 132.42 132.89 131.0 16.4 16.4 16.48 16{38
10 132.89 132.42 132.89 --- 13.1§ 13.1 13.18 -1

Table 9. Estimated maximum frequency of operatiothe filters with coefficient number of bits to niinize
deviations for all points in théXes,2:es) grid, with 16 bit ADC, in DF | and DF II.

fuax mean for the (Ques;2ies) grid [MHZz]
Order Direct-Form | Direct-Form I
B C1 Cc2 E B C1 C2 E
2 134.60 | 134.59| 134.41 13455 66.29 66.29 66,21 66.27
4 67.28 67.23 67.19 67.21 33.14 33.11 33.10 33|11
6 45.03 44.95 45.02 44,93 22.15 22.13 22.15 22112
8 33.71 33.70 33.75 33.71 16.60 16.60 16.61 16/60
10 26.95 26.95 26.96 26.93 13.2¢Y 13.27 13.27 1326

5.3. Filter performance analysis

The previous results show that SOS notch filter@"dto 13" order can be implemented
with a frequency of operation of tens of MHz, ewath extreme conditions of quality factor
and normalized cut-off frequency. Furthermore, @swerified that the number of bits of the
ADC is of small influence in the performance of tRBEGA, which also happens with the
choice of the type of filter. The reason to thisansibility is the fact that the Virtex-5 device
employs DSP48E modules, which are composed of lay2B bits multiplier, and an adder,
and an accumulator of 48 bits, elements with exogedapacity to deal with operands with
the dimension considered for this application.

Changing from DF Il to DF | allows the duplicatioh the working frequency. Therefore,
after confirming that the coefficient number ofsbis enough to ensure the required filter
response, one should choose the implementationrettEForm I. The filter type and ADC
number of bits, are not constraints in the perforceaand it is sure that its implementation in
SOS will have a steady frequency of operation drad the filter will be stable. Stability
concerns are minor in view of the fact that onlgilptic filters of 16" order are unstable. The
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filter order ends up being the only variable toluehce the FPGA implementation
performance.
6. Conclusions

In this work the effect of the design specificasoras investigated, namely the quality
factor and the normalized cut-off frequency, in thenber of significant bits necessary to
represent the coefficients of an infinite impulgsponse notch filter. Since implementing
these filters using fixed-point arithmetic has mualgher accuracy constraints than the
common floating-point implementation, the deforraasi introduced with these specifications
were also assessed. The type of structure to ingolethe filter was also evaluated, and a
comprehensive assessment of performance in an FBGdifferent ADCs was presented.
Since such assessment has never been done, theppagents an important contribution for
the signal processing field, both in notch filtealysis and FPGA implementation.

The first important result found is that it is fadtden to increase the filter's order above the
2" if the filter is implemented in a single sectit#owever, the order increase is practically
harmless if the filter is decomposed into secordkorsections. The simulation results
obtained provide comprehensive understanding ofstheility requirements. Two critical
areas, of quality factor and normalized cut-offgfrency values, in which filter stability is
compromised for some coefficient word lengths, efeer?™ order, were found. These critical
areas are especially problematic for biomedicahaigorocessing, since the problematic
values of normalized cut-off frequency are typio&lthese applications, but it will only be
important if the quality factor considered is vemgh, hence not affecting standard
applications where a lower quality factor may bkerated, or even necessary because of
slight frequency swings.

The filter deviations were measured and were fointhe much increased when going
from 6" to 8" and 18 order. From the classical families of IIR filteitswas seen that
Chebyshev type 1l is the filter family which suféeless with fixed point implementation, and
it is also the less demanding in terms of the ayer@aumber of significant bits necessary to
represent the coefficients. The filter deviationghe critical zone were measured, and were
found to increase significantly when rising abave €" order.

Regarding the minimization of deviations to theaflng-point implementation, the average
word length is near 12 bits for every filter ordbyt the optimal number of bits is very
dependent on the actual values of quality factad aonrmalized cut-off frequency. The
optimal number of bits, regarding root mean squarer minimization, has been seen to
define extremely irregular surfaces.

The FPGA implementation of these filters was est&tido be very fast, below 80 ns in a
Virtex 5 SX95T-3. The device’s performance is ir@gwe to the number of bits of the ADC,
the number of bits of the coefficients used in fitter fixed-point representation, and IIR
filter type (Butterworth, Chebyshev, or elliptichherefore the filter order and the structure
chosen for the implementation (Direct Form | in@st-order sections preferably) is almost
the unique influent parameter to define filter pemfiance. Maximum frequency of operation
is obtained for the DF | structure, as the paratehputation capability of the FPGA extracts
the maximum profit from the canonical number of @ens performed to compute the
output.

It is possible to implement dynamical reconfigueabfilters changing the filter
specifications of type, coefficients’ number ofshiquality factor and normalized cut-off
frequency, without disturbing the maximum operatirggjuency of the FPGA. Even changes
on the evolving hardware, for instance input ADQI autput DAC, are possible without
significant performance variations. This is a vpoyverful study outcome, since it reveals the
possibility of creating a single-chip dynamicallgconfigurable digital filter with variable
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precision, and auto-adaptation properties to mimgnmumerical errors due to the fixed-point

implementation, without significant changes in periance if the order is unchanged.
Filtered ECG corrupted with 50Hz noise
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Fig. 9. Example of filtered ECG signal acquiredhwi0 Hz noise (top), and its amplitude spectruntt@mo). A
4™ order Butterworth notch filter with Q =100 was ilemented (red), as well as a recursi{édzder
Butterworth notch filter with Q =1000 and 100 refiens. Real quality factors are very similar, e recursive
presents an attenuation of 37.18 dB while the athér attenuates 17.38 dB.

Moreover, given that, for instance an{® drder filter in a Xilinx Virtex 5 SX95T-3
requires less than 20 ns to filter the input sigifalhe implementation requires a sampling
frequency below 1 MHz, the filter could recursivdilger its own output at least 50 times,
thus completely eradicating the notch frequencynfithie signal. Such values are perfectly
acceptable in several signal acquisition tasks,efathose in biomedical engineering, where
notch filters are often necessary, and will notadtice a noteworthy delay. Results for an
example ECG signal acquired with a 12 bit ADC aespnted in Fig. 9.

Despite having to introduce a number of practioahsiderations and adjusts in this
conceptualized scenario, this study sustains a eumbpotential new developments using
FPGA in the digital signal processing area, andinos FPGA as a very powerful solution in
the analogue signal processing field as well.
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