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Robust output predictive sequential controller design

VOJTECH VESELY and DANICA ROSINOVA

The paper addresses design problem of a robust parameter dependent quadratically stabi-
lizing output/state feedback model predictive control for linear polytopic systems without con-
straints using original sequential approach. The design procedure ensures stability, robustness
properties and guaranteed cost for the closed-loop uncertain system.
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1. Introduction

Model predictive control (MPC) has attracted notable attention in control of dynamic
systems in the recent two decades. The idea of MPC can be summarized as follows, ([3],
[11], [20]):

e Predict the future behavior of the process state/output over the finite time horizon.

e Compute the future input signals on line at each step by minimizing a cost func-
tion under inequality constraints on the manipulated (control) and/or controlled
variables horizon.

e Apply on the controlled plant only the first element of vector control variable and
repeat the previous steps with new measured input/state/output variables.

The presence of the plant model is therefore a necessary condition for the development
of the predictive control. The success of MPC depends on the degree of precision of
the plant model. Two typical description of model uncertainty, state space polytope
and bounded unstructured uncertainty, are extensively considered in the field of robust
model predictive control. Most of existing techniques for the robust MPC assume
measurable state, and apply plant state feedback or, if the state estimator is utilized then
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the output feedback is applied. Some results in the field of the robust MPC design can
be summarized as follows:

Analysis of robustness properties of MPC.

For single-input and single-output (SISO) systems and impulse response model
Zafiriou and Marchal [23] have used the contraction properties of MPC to develop
necessary-sufficient conditions for robust stability of MPC with input and output con-
straints. Polak and Yang [16] have analyzed robust stability of MPC using a contraction
constraint on the state.

MPC with explicit uncertainty description.

For SISO finite impulse response (FIR) plants Zheng and Morari [25] have presented
robust MPC schemes with uncertainty bounds on the impulse response coefficients.
Some MPC approaches consider additive type of uncertainty, as de la Pena et al. in [15]
or parametric (structured) type uncertainty using CARIMA model and linear matrix
inequality, as Bouzouita et al. in [2]. In Wang et al. [24] generalized predictive control
(GPC) design technique is used for multi-input and multi-output (MIMO) uncertain
system. In Lovas et al. [10] the unstructured uncertainty is used for open-loop stable
systems with input constraints. The robust stability can be established by choosing the
large value for the control input weighting matrix R in the cost function. The authors
have proposed a new less conservative stability test for determining a sufficiently
large control penalty R using bilinear matrix inequality (BMI). The other technique
constrained tightening to design of the robust MPC have been proposed by Kuwata
et al. [9]. The above approaches are based on idea of increasing the robustness of the
control system by tightening the constraints on the predicted states.

The mixed H, /H.. control approach.
This desigh method has been proposed by Orukpe et al. [13].

Robust constrained MPC using linear matrix inequality (LMI).

LMI have been proposed by Kothare et al. [8]. Here, the polytopic model or
structured feedback uncertainty model have been used. The main idea is using infinite
control horizon laws which for state feedback guarantees robust stability. In Ding et
al. [7] output feedback robust MPC for systems with both polytopic and bounded
uncertainty with input/state constraints is presented. In an off-line stage a sequence
of output feedback laws based on the state estimators is calculated, by solving LMI
optimization problem. in an on-line stage, at each sampling time, an appropriate output
feedback law from this sequence is chosen. Robust MPC design with one step ahead
prediction is proposed in Vesely and Rosinova [21]. An extension of two degree of
generalized predictive control for multivariable systems is proposed in Yanou et al. [22].

In this paper a new MPC algorithm is proposed pursuing the idea of Vesely and Rosi-
nova [21]. Proposed robust MPC control algorithm is designed sequentially. Note that
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within sequentially design procedure the degree of plant model does not change when the
output prediction horizon changes. The proposed sequential robust MPC design proce-
dure consists of two steps: In the first step and one step ahead prediction horizon the ne-
cessary and sufficient robust stability conditions have been developed for MPC and poly-
topic system with output feedback using generalized parameter dependent Lyapunov ma-
trix P(a). The proposed robust MPC algorithm ensures parameter dependent quadratic
stability (PDQS) and guaranteed cost. In the second step of design procedure the nomi-
nal plant model is used to design the predicted input variables u(t +1),...,u(t+N—1)
so that the robust closed-loop stability of MPC and guaranteed cost are ensured. Thus,
input variable u(t) guarantees the performance and robustness properties of the closed-
loop system and predicted input variables u(t+1),...,u(t+N — 1) guarantee the perfor-
mance and closed-loop stability of uncertain plant model and nominal model prediction.

The paper is organized as follows: Section 2 presents preliminaries and problem for-
mulation. In Section 3 the main results are given and finally, in Section 4 two examples
using Yalmip BMI solvers show the effectiveness of the proposed method.

Hereafter, the following notational conventions will be adopted: given a symmetric
matrix P =PT € R™", the inequality P > 0, (P > 0) denotes matrix positive definiteness
(semi-definiteness). Given two symmetric matrices P, Q, the inequality P > Q indicates
that P — Q > 0. The notation x(t + k) will be used to define at time t k-steps ahead
prediction of a system variable x from time t onwards under specified initial state and
input scenario. That is estimated predicted output at time k = 1,2,... y(t +K|t) will be
denoted as y(t + k). | denotes the identity matrix of the corresponding dimensions.

2. Problem formulation and preliminaries

Consider a time invariant linear discrete-time uncertain polytopic system

X(t+1) = A(o)x(t) +B(ou(t)
y(t) =Cx(t)

where x(t) € R",u(t) € R™,y(t) € R! are state, control and output variables of the system,
respectively; A( ),B(a) belong to the convex set

M)

S={A(a) e R™" B(at) € R™™}

M M
Al) = > Ajo;j  B(a) = 3 Bjaij,0 >0} (2)
= '

=1

M
i=12,....MY aj=1
j=1
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Matrix C is known matrix of corresponding dimension. Jointly with the system (1), the
following nominal plant model will be used

X(t+1) = Apx(t) + Bpu(t)
y(t) =Cx(t)

where (An,Bn) € S are any matrices with constant entries.

The problem studied in this paper is summarized as follows: in the first step, pa-
rameter dependent quadratic stability conditions for output feedback and one step ahead
robust model predictive control are derived for the polytopic system. The control algo-
rithm is assumed to be given in the following form:

®)

u(t) = Fuy(t) + Fray(t+1). (4)

In the second step of the design procedure, the nominal model and a given prediction
horizon N is considered. The model predictive control is designed in the form:

Ut +k—1) = Ray(t +k—1) + Rk 1y(t +Kk) 5)

where R € R™! k=2,3,...,N, i = k+1 is the output (state) feedback gain matrices
to be determined so that the cost function given below is optimal with respect to the
system variables. We would like to stress that y(t +k — 1),y(t 4+ 1) are predicted outputs
obtained from predictive model (12).

Substituting control algorithm (4) to (3) we obtain

X(t+1) =Da(j)x(t) (6)
where
Di(j) = Aj+BjKu())
Ki(j) = (I—FuCBj) *(FuC+FiCAj), j=1,2,...,M.

For the first step of design procedure, the cost function to be minimized is given as
follows:

n=Y @)
t=0

where
Ji(t) = x()TQux(t) +u(t) T Ryu(t)

and Q1, Ry are positive definite matrices of the corresponding dimensions. For the case
of k =2 we obtain

U(t+1) = FooCDy ()X(t) + FoaC(AnD1 (J)X(t) + Byu(t + 1))
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or
u(t+1) =Ko (j)x(t)

and closed-loop system
X(t+2) = (AaD1(j) + BaKa())X(t) = Da()x(t), j=1,2,...,M.

Sequentially, for the case k-step ahead prediction (k = N > 2), we obtain the following
closed-loop system

X(t+k) = (AnDk-1(]) + BnKi(J))X(t) = Di(j)x(t) (8)
where

Do = |
Dk(j) = AnDx-1(])+BnKk(])
Ke(j) = (I—Fa1CBn) *(F«C + Far1CAN)Di-1(j)
k=2,3,....,N, j=1,2,....M.

For the second step of the robust MPC design procedure and k prediction horizon the
cost function to be minimized is given as follows:

o= kt) ©)
t=0

where
Jk() = x(t)T Qex(t) +u(t +k —1)TReu(t +k—1)

and Qg,Rx,k =2,3,...,N are positive definite matrices of the corresponding dimen-
sions. We proceed with following two lemmas and definition.

Lemma 1 The closed-loop system matrix of discrete-time system (1) is robustly stable
if and only if there exists a symmetric positive definite parameter dependent Lyapunov
matrix 0 < P(a) = P(a)" < Ip such that

—P(at) +D1(0)"P(t)Dy () < 0 (10)
where D; (o) is the closed-loop polytopic system matrix for system (1).

Definition 1 Consider the system (1). If there exists a control algorithm u(t)* and a
positive scalar J; such that the closed-loop system (1) with (4) is stable and closed-loop
value of cost function (7) satisfies J; < J;, then J; is said to be guaranteed cost and
u(t)* is said to be guaranteed cost control law for the system (1).
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The necessary and sufficient robust stability condition for closed-loop polytopic
system with guaranteed cost is given by recent result (Rosinova et al. [19]).

Lemma 2 Consider the system (1) with control algorithm (4). The control algorithm (4)
is the guaranteed cost control law for the closed-loop system if and only if the following
condition holds
Be = Di(e)"P(e)Dy(er) —P(0) + Q1+ ”
(F11C + F12CDy (o)) "Ry (F13C + F12CD1 (@) < 0.

For the nominal model and k =1,2,... N the model prediction can be obtained in
the form

z(t+1) =Asz(t) +Byv(t)

(12)
yt(t) =Csz(t)

where

z(t)T = [x(t)T,...,x(t+N—1)T]

v(t)T = [u(t)T,...,u(t+N—1)T]

yrt)h = O, yt+N-1)T]

A, 00 ... 0

AnD; 0 0 ... O

ADyog O 0O ... O

Ct = blockdiag{C}inxnn-

Remarks

e Control algorithm fork =N isu(t+N —1) = Ryny(t+N—1).

e |f one wants to use the control horizon N, < N [3], the control algorithm u(t +k —
1) =0, Ky =0, ANy = 0, FngiaNg,, = 0 for k > Ny

e Note that model prediction (12) is calculated using nominal model (3), that is
Do =1, Dx = AnDk—1 + BnKk, Dk(]) is used for robust controller design.
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3. Mainresults

3.1. Robust MPC controller design —first step

The main results of this paper for the first step of design procedure can be summa-
rized in the following theorem.

Theorem 1 The system (1) with control algorithm (4) is parameter dependent quadra-
tically stable with parameter dependent Lyapunov function V (t) = x(t) P(a)x(t) if and
only if there exit matrices Ni1, N1 and Fyq, Fio such that the following bilinear matrix

inequality holds:
Gu G
Be=| & 2 ]<0 (13)
Gl G2

where

G = NRA(or) +Ac(e) Nip —P(ar) + Q1 +CTF iR FiC
Gl = Ac(a)"Niz+NLMc(ar) +CTFIR;Fi,C
G = NLMc(0)+Mc(o)"Ngy +CTFLR1F1oC + P(0t)
Mc(o) = B(ot)F2C —
AC(OL) = A(OC) + B(OL) F1C.

Note that (13) is affine with respect to o.. Substituting (2) and P(co) =YM, aP; to
(13) for the polytopic system the following BMI is obtained

Biezlgf‘ 212‘ <0 i=1,2,....M (14)
12i 22i
where
Gui = NLM+MINyy +CTELRIFC+ Py
Gl = AliNx+NLMe+CTFRiF,C
Goi = NLAG+ALN —Pi+Q; +CTFIRiF1iC
M = BiRC — |
A = Aj+ BiFC.

Proof. For the proof of this theorem see the proof of theorem 2.

If the solution of (14) is feasible with respect to symmetric matrices R = P > 0,
i=1,2,...,M, and matrices Ni1, N1o, within the convex set defined by (2) then the gain
matrices Fy1, F12 ensure the guaranteed cost and parameter dependent quadratic stability
(PDQS) of the closed-loop polytopic system for one step ahead predictive control.
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Note that:

e For concrete matrix P(o.) = ¥M, o;P; BMI robust stability conditions “if and only
if” in (13) reduces in (14) to BMI conditions ‘if’.

o Ifin(14) R =P;j=P,i=j=1,2,...,M then the feasible solution of (14) with
respect to matrices Ni1,N12, Symmetric positive definite matrix P and the gain ma-
trices F11, F12 guarantee quadratic stability and guaranteed cost for one step ahead
predictive control closed-loop polytopic system within the convex set defined by
(2). Quadratic stability gives more conservative results than PDQS. Conservatism
of real results depends on the concrete examples.

Assume that the BMI solution of (14) is feasible, then for nominal plant one can calculate
the matrices D1 and K; using (6). For second step of MPC design procedure, the obtained
nominal model will be used.

3.2. Model predictive controller design —second step

The aim of the second step of predictive control design procedure is to design
gain matrices R, Fe1, K=2,3,...,N such that the closed-loop system with nominal
model is stable with guaranteed cost. In order to design model predictive controller with
output feedback in the second step of design procedure we proceed with the following
corollary and theorem.

Corollary (Lemma 2) The closed-loop system (8) or rewritten as (17) is stable with
guaranteed cost iff the following inequality holds

Bek(t) = AVk(t) +x(t)T Qux(t) + u(t +k — 1)TReu(t +k—1) <0 (15)
where AVi(t) = Vi(t + k) — Vk(t) and Vi (t) = x(t) TPx(t), Pk=P] >0,k =2,3,...,N.

Theorem 2 The closed-loop system (8) is stable with guaranteed cost iff for k =
2,3,...,N there exist matrices

Fa, Pk, Neg € R™") Ny € R™M

and positive definite matrix R = PkT € R"™" such that the following bilinear matrix in-
equality holds

<0 (16)

B, — Gkir  Gkiz
e2 — T
Griz Gke2

where

Gz = NMok+MENk +CT R4 ReFuk1C 4 P
Ghz = Di1(J)"CTR&RkFk1C + Dk—1(J)T ANkt + N Mok
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Gkz = Qx—Pu+ Dy 1(j)"CTRIRKFCDk 1(j) + NHAKDk1(j) 4+ Dr_1(j) T ANz
and

Mck = Bank+1C —1

Ack = An + Bn Fka

Dk(j) = AnDkfl(j) + BnKk(j)
K(j) = (1 = Fk11CBn) 1 (F&C + R 1CANDK_1(j), i = 1,2,..., M.

Proof. Sufficiency.
The closed-loop system (8) can be rewritten as follows

X(t+K) = —(Ma) "t AdDr—1(J)X(t) = AciX(t). 17
Because the matrix (j is omitted)

Ul = [-Di_1AL(Ma) ™t 1]

has full row rank, multiplying from the left and right hand side of (16) the inequality
equivalent to (16) is obtained. Multiplying the results from left by x(t) and right by
X(t), taking into account the closed-loop matrix (17) the inequality (15) is obtained,
which proves the sufficiency.

Necessity.

Suppose that for k-step ahead model predictive control there exists such matrix 0 < R =
PkT < lp that (15) holds. Necessary, there exists a scalar 3 > 0 such that for the first
difference of Lyapunov function (15) holds the following

AlikPrActk — Pk < —B(AdAcik)- (18)
Inequality (18) can be rewritten as follows
Adik(Pc+ B)Acik — P < 0.

Using Schur complement formula one obtains

—Px —AlL (Pc+BI)

(19)
(Pc+BHAck  —(Pc+BI)

and taking

Niw = — (M)~ (Pc+ Bl /2)
Nz = —Di_1AG (Mg Mg !B/2
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results in

—Ali(Pc+Bl) = Di_ 1 AgNit + NG Mek
—Py = —Py+NLADk_1 + D} (20)
AlNk2 + B(Dg_1AG (M) T Mg AckDi 1) — (Pe+ BI) = 2MekNia + P

Substituting (20) to (19) for B — 0 one has got the inequality (16) for the case of Q =0,
Rk = 0. If one substitute to second part of (15) instead of u(t +k — 1) (5), rewrite the
obtained result into the matrix form and add previously obtained matrix inequality (16)
then the necessity condition of the theorem is proven. This completes the proof. O

If there exist feasible solution of (16) with respect to matrices ky, Fk:1, N1 € R™",
Nk € R™" k =2,3,...,N and positive definite matrix B = PkT € R™" then the de-
signed MPC ensure the quadratic stability of the closed-loop system and guaranteed cost.

Remarks

Due to the proposed design philosophy predictive control algorithm u(t +k), k > 1
is the function of corresponding performance index (9) and previous closed-loop
system matrix.

In the proposed design approach constraints on system variables are easy to be
included by LMI (BMI) using a notion of invariant set [1], [18].

The proposed MPC with sequential design is a special case of classical MPC.
Sequential MPC may not provide ‘better’ dynamic behavior than classical one but
it is another approach to design of MPC.

Note that in the proposed model predictive control sequential design procedure,
the size of system does not change with increasing N.

If in the convex set (2) there exists feasible solution for both step, the proposed
algorithm (4) and model predictive control (5) guarantee the PDQS and robustness
properties of the closed-loop MPC system with guaranteed cost.

The sequential robust MPC design procedure can be summarized in the following steps:

Design of robust MPC controller with control algorithm (4) using (14).

For nominal and uncertain model of system calculate matrices K, D; and Ky (),
Di(j), j=1,2,...,M given in (6).

For a given k = 2,3,...,N and control algorithm (5) sequentially calculate F,
Frk+1 using (16) and Ky, Dy given in (8).

Calculate the matrices A¢, Bs and C¢ (12) for model prediction.
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4. Examples

Example 1. First example serves as a benchmark. The model of a double integrator turns
to (3) where

and uncertainty matrices are

0.02 0.03

0.001
Blu = [ ] .

For the case when number of uncertainties p = 1 the number of vertices isM =2 = 2,
the matrices (2) are calculated as follows

0.01 0.01

Al = An _A1u7A2 = An ‘|‘Alu

Bl = Bn - BleZ = Bn+ Blu-

For the parameters of p = 20000, prediction N = 4, N, = 4, performance R1 = ... =
R4=1,Q1=0.11,Q2=0.51, Q3 =1, Q4 = 5l the following results are obtained using
the sequential design approach proposed in the paper:

e For prediction k = 1, the robust control algorithm is given as follows
u(t) = Fray(t) + Fray(t+1).

Using (14), one obtains the following gain matrices 1 = 0.9189, Fj» = —1.4149.
The eigenvalue of closed-loop first vertex model system are as follows

Eig(Closed-loop) = {0.2977 £ 0.0644i}.

e For k =2, control algorithm is
ut+1) = FRay(t+1) + Fay(t +2).

In the second step of design procedure gain matrices obtained using (16) are b, =
0.4145, k3 = —0.323. The eigenvalues of closed-loop first vertex model system
are as follows

Eig(Closed-loop) = {0.1822 +0.1263i}.



www.czasopisma.pan.pl P N www.journals.pan.pl
S
<

42 V. VESELY, D. ROSINOVA

e For k = 3, control algorithm is given

u(t+2) = Faay(t +2) + Faay(t + 3).

In the second step of design procedure the obtained gain matrices are k3 =
0.2563; 34 = —0.13023. The eigenvalues of closed-loop first vertex model sys-
tem are as follows

Eig(Closed-loop) = {0.1482 + 0.051i}.

e For prediction k = N = 4, control algorithm is given
u(t+3) = Faay(t+ 3) + Fasy(t +4).

In the second step the obtained gain matrices are iy = 0.5797, F45 = 0.0. The
eigenvalues of closed-loop first vertex model system are as follows

Eig(Closed-loop) = {0.1002 + 0.145i}.

Example 2. Nominal model for the second example is given as follows

0.6 0.0097 0.0143 0 O
0.012 0.9754 0.0049 0 O
An= | —0.0047 0.01 046 0 O
0.0488 0.0002 0.0004 1 O
| —0.0001 0.0003 0.0488 0 1 |
0.0425 0.0053 1 0000
B, — 0.0052 0.01 CCc= 00100
0.0024 0.0001 00010
0 0.0012 0 00001

The linear affine type model of uncertain system (2) can be obtained in the form
Ai = An +61A1u7 Bi = Bn +elBlu

Ci=C, i=1.2

where Ay, By are uncertainty model of the system with constant entries, 6 is an uncer-
tain real parameter with 6; €< 81,01 > . When lower and upper bounds of the uncertain
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parameter 6; are substituted to affine type model, the polytopic system (1) is obtained.
Let6; e<—1,1 > and

[ 0025 0 0 00
0 0021 0 00
Au=| 0 0 0.0002 0 O
0.001 0 0 00
0 0 0.0001 0 O |
[ 0.0001 0O
0 0.001
B = 0  0.0021
0 0
L O 0 .

In this example two vertices (M = 2) are calculated (see Example 1). The problem is
to design two PS(PI) model predictive robust decentralized controllers for plant input
u(t) and prediction horizon N =5 using sequential design approach. The cost function
is given by following matrices

Qi=Q2=Q3=I, Ri=Ry=R3=1,

Qs=Q5=05l, Ry=Rs=1.

In the first step calculation for the uncertain system (1) yields the robust control algo-
rithm
u(t) = Fuay(t) + Foy(t+1)

where the matrix Fy; with decentralized output feedback structure containing two PS
controllers, is designed.
From (14), the obtained gain matrices Ry and F; are

| —18.7306 0 —42.4369 0
s 0 8845 0  48.287
where decentralized proportional and integral gains for the first controller are
Kip = 18.7306, Kij =42.4369

and for the second one
Kop = —8.8456, Ky = —48.287.
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Note that in Fy; sign - shows the negative feedback. Because predicted output y(t + 1)
is obtained from model prediction (12), for output feedback gain matrix F, there is no
need to use decentralized control structure

27| _20.3567 85697 —28.7374 —40.0299 |

[ —22.0944 20.2891 —10.1899 18.2789

In the second step of the design procedure, using (16) for nominal model, the matrices
(5) Fuk, Fr1, k=2,3,4,5 are calculated. The eigenvalues of the closed-loop first vertex
model system for N = N, = 5 are as follows

Eig(Closed-loop) = {—0.0009; —0.0087; 0.9789; 0.8815; 0.8925}.

The feasible solutions of bilinear matrix inequality have been obtained by YALMIP with
PENBMI solver.

5. Conclusion

The paper addresses the design problem of a new MPC with special control algo-
rithm. Because proposed robust MPC control algorithm is designed sequentially, the
degree of plant model does not change when the output prediction horizon changes. The
proposed sequential robust MPC design procedure consists of two steps. In the first step
for one step ahead prediction horizon the necessary and sufficient robust stability condi-
tions have been developed for MPC and the polytopic system with output feedback using
generalized parameter dependent Lyapunov matrix P(o.). The proposed robust MPC en-
sures parameter dependent quadratic stability (PDQS) and guaranteed cost. In the second
step of the design procedure the plant uncertain, nominal model and sequential design
approach is used to design the predicted input variables u(t+1),...,u(t +N —1) so the
robust closed-loop stability of MPC and guaranteed cost is ensure. Main advantages of
the proposed sequential method are: the design plant model degree is independent on
prediction horizon N; robust controller design procedure ensures PDQS and guaranteed
cost and, the obtained results are easy to be implemented in real plant. In the proposed
design approach constraints on system variables are easy to be implemented by LMI
(BMI) using a notion of invariant set. The feasible solution of BMI has been obtained by
YALMIP with PENBMI solver.
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