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An improved facial image retrieval using hybrid
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Abstract. With the advent of social media, the volume of photographs uploaded on the internet has increased exponentially. The task of
efficiently recognizing and retrieving human facial images is inevitable and essential at this time. In this work, a feature selection approach for
recognizing and retrieving human face images using hybrid cheetah optimization algorithm is proposed. The deep feature extraction from the
images is done using deep convolutional neural networks. Hybrid cheetah optimization algorithm, an improvised version of cheetah optimization
algorithm fused with genetic algorithm is used, to choose optimum features from the extracted deep features. The chosen features are used
for finding the best-matching images from the image database. The image matching is performed by approximate nearest neighbor search for
the query image over the image database and similar images are retrieved. By constructing a k-NN graph for the images, the efficiency of
image retrieval is enhanced. The proposed system performance is evaluated against benchmark datasets such as LFW, MultiePie, ColorFERET,

DigiFace-1M and CelebA. The evaluation results show that the proposed methodology is superior to various existing methodologies.
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1. INTRODUCTION

Over the years, numerous contributions have been made to face
recognition in the form of different algorithms and their en-
hancements [1,2]. However, with the growing demands and
technologies, there is still room for advancement in this field.
Despite the fact that majority of face recognition algorithms
perform effectively in controlled environments, performance of
the system may be influenced by various factors [3,4] such as
poor lighting, camera angles, distance, etc. This makes face
recognition harder.

In our work, we are proposing a human facial image retrieval
system hoping to address the challenges and issues in the current
systems using deep convolutional neural networks (DCNN) with
hybrid cheetah optimization (HCO). The hidden layers in the
convolutional neural network (CNN) are increased in order to
extract deep features from the images.

The most popular deep learning method for extracting features
from images is CNN [5, 6]. It involves artificial neural networks
implementing convolutional operations on an image to extract
its unique features. A progressive hierarchy of deep features
is created by the DCNN, a deep learning technique that uses
convolutional layers and feature extraction. DCNN has layers
such as convolution, pooling, ReL.U [7], and normalization lay-
ers. Convolutional layers and sub-sampling layers are arranged
alternatively in the neural network hierarchy, succeeded by a
fully connected layer. These layers learn the key image features,
and finally the fully connected layer generates the classification
vectors.
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The cheetah optimization (CO) [8] algorithm is a swarm intel-
ligence meta heuristic algorithm based on the hunting behavior
of the cheetahs. Compared to recent algorithms like grey-wolf
optimization (GWO), whale optimization algorithm (WOA),
marine predators algorithm (MPA), etc., the CO algorithm has
demonstrated performance improvements in finding solutions
to complex optimization problems. The optimum feature subset
is chosen using the proposed HCO method intelligent feature
space search by omitting unwanted information from the im-
age. Afterwards, The k-NN graph-based approximate nearest
neighbor (ANN) method is used for efficient image retrieval.

The proposed work is claimed to be novel in such a way
that it employs a hybrid approach by combining CO with ge-
netic algorithm (GA) towards improving feature selection per-
formance. The image retrieval performance is improved by con-
structing a k-NN graph offline, which is used for approximate
nearest-neighbor search. Contributions of the proposed work is
expressed as follows:

1. By adding more hidden layers in DCNN, the deep features
of facial images are extracted.

2. With the help of HCO, based on the natural hunting behavior
of cheetahs combined with GA, the optimal feature subset
is selected.

3. A k-NN graph is constructed to speed up the approximate
neighbor search.

4. The proposed methodology effectiveness is compared with
that of other optimization methods. The proposed method-
ology has shown excellent results when comparing with the
existing methodologies.

Rest of the paper is organized as follows: Section 2 discusses

the literature survey of works related to the proposed domain of

study. The proposed methodologies are illustrated in Section 3.

The implementation methods, results and comparison study are
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presented in Section 4. The concluding remarks are provided
in Section 5. The symbols and notations used in this paper are
listed in Table 11.

2. RELATED WORK
2.1. Feature extraction

There are many approaches proposed by various researchers
to extract facial image features [9]. Belhumeur et al. [10] pro-
posed ‘Fisherface’ method, which considered the image pixels
as coordinates in high dimensional space. But the method has
limitations over images influenced by lighting and shadow re-
gions. Scale invariant feature transform (SIFT) [11] is another
popular method for feature extraction. This algorithm helps in
locating ‘keypoints’ (local features) of an image. However, this
method suffers from slowness and consumes more space. Surbhi
Gupta et al. [12] proposed combination of speeded up robust
features (SURF) along with SIFT. SURF method is used to
extract local features fast. They used both SURF and SIFT to
generate combined feature vector generation of facial images.
This method has shown varying performance across different
datasets. Bobulksi [13] proposed a 2D hidden Markov Model
for face recognition. This work has its own limitations regard-
ing data acquisition. Additionally, the collected images may be
deprived of image illumination invariance.

When it comes to the usage of neural networks, backpropaga-
tion neural network (BPNN) [14] is widely used architecture. In
BPNN, the input data given to the input layer is processed in the
hidden layer based on weight values, and the output is passed
on to the output layer. Robert Szmurlo et al. [5] proposed that
the performance of classifiers can be improved by creating an
ensemble of classifiers using CNN. Hana Ben Fredj et al. [15]
proposed a CNN-based approach to detect faces from massive
noisy data. They achieve this by rigorously training the model
with multi-task cascaded CNN. This method has limitations in
terms of iteration steps during training. Suleman Khan et al. [16]
used AlexNet, a variation of CNN with 8 layers for facial recog-
nition. They used this method for applying face recognition in
portable smart glasses. The method heavily suffers from light
and pose variations related challenges. Ali Elmahmudi et al. [17]
proposed the idea of recognizing faces with partial data.They
used pretrained VGGF model along with linear support vector
machine for training the system.

2.2. Feature selection

R. Pati et al. [18] used particle swarm optimization (PSO) for
face recognition, a computational approach that optimizes a
problem by repeatedly attempting to boost the quality of a so-
Iution. H. Zhi et al. used genetic algorithm [19] for feature
dimension reduction while recognizing faces. This method suf-
fers from diminishing efficiency with respect to the total number
of iterations. Annamalai [20] used enhanced firefly algorithm
for recognizing faces. But the work suffers from limited accu-
racy. Tajinder Kumar ef al. [21] used whale optimization algo-
rithm for feature selection in biometric systems. Although this
methodology works fine for limited systems, the performance
gets degraded when the scope gets broader. Haseena Sikkandar

et al. [22] used grey wolf optimization algorithm to select opti-
mum features for facial recognition. But the system has inferior
accuracy rate when compared with the proposed HCO. Similarly
many of the swarm intelligence metaheuristic algorithms such
as salp swarm algorithm [23], marine predators algorithm [24],
whale optimization algorithm [25], butterfly optimization algo-
rithm [26] etc., are proposed for feature selection. One among
them is CO algorithm [8] based on the hunting behavior of
cheetahs.

2.3. Image retrieval

Similar matching images for a query image are retrieved based
on distance metrics such as Manhattan distance (1) and Eu-
clidean distance (L.2) [27]. The performance of the image match-
ing can be improved with the help of an approximate nearest
neighbor search [28]. Wen Li ef al. [29] applied approximate
nearest neighbor search on various algorithms and evaluated its
performance. They proposed that graph-based approach in ANN
is more suitable for high dimensional data through which stuck
up in local minima can be avoided. Xiaoliang Xu et al. [30]
proposed multiattribute ANN search a small world graph-based
approach for nearest neighbor search. This method may not be
suitable for situations where attribute length is greater.

3. PROPOSED WORK

The proposed system consists of image pre-processing, deep
feature extraction using DCNN, feature selection using HCO,
and image extraction using ANN search method.

After selecting the best feature subset using HCO, a k-NN
graph is constructed offline. A greedy approximate k-nearest
neighbor search [28,31] for the given query is performed on the
k-NN graph, and the most recent top K nearest nodes are re-
turned. The proposed system architecture is illustrated in Fig. 1.
The detailed discussion on various components of the system is
given below:

3.1. Pre-processing of images

Image pre-processing involves suppressing the background, re-
moving noise and artifacts, and detecting the region of interest.
The purpose of pre-processing is to eliminate any undesirable
distortions from the image and improve its attributes so that
it may be used in subsequent processing. Low-abstraction im-
ages are subjected to pre-processing. Background suppression,
opening and closing operations, detecting facial landmarks and
noise removal form the stages of image pre-processing. Once
the landmarks are found, the image is cropped and resized to
112x112.

3.2. Feature extraction

The deep features of the image are extracted with the help of
DCNN. These are the state-of-the-art techniques used to ana-
lyze the patterns in images. DCNN receives input in the form
of images and uses them to train the classifier. Along with input
and output layers, the DCNN has four layers: convolution, pool-
ing, activation, and fully connected layers. In the convolution
layer, a convolution filter is applied to the image during which
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Fig. 1. Proposed system architecture

a kernel or filter is passed over the image multiple times and a
scalar product operation is performed by multiplying the weight
value. The pooling layers progressively scale down the image
while retaining only the most important details. The image is
divided into sub-regions. For each sub-region, the maximum
value is considered as output. By reducing the amount of cal-
culations and parameters in the network, pooling layers helps
in controlling the problem of overfitting. In the activation layer,
the rectified linear unit activation function f(x) = max(0,x) is
used. This function will return O for negative input and returns
the same value if the input is positive. In the fully connected
layer, a linear transformation through a weight matrix is applied

Qutput:
Extracted image featues

(I I

to the input vector. And then, a nonlinear transformation is ap-
plied using an activation function f. By applying a softmax
function to the outputs of fully connected layers, we obtain a
probability distribution.

The DCNN produces a feature vector with deep features.
The detailed description of each layer in the proposed DCNN
model is shown in Fig. 2. The proposed DCNN has convolution
layers-8, max-pooling layers-2, and avg-pooling layer-1. Finally,
there will be a softmax layer. The details of input, filter, and
output in each layer are given below:

1. The convolution layer 1 (C1) has 5x 3 with filter size 32.
The output of C1 is passed on to convolution layer (C2).

Fig. 2. Architecture of DCNN
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2. C2 has 32 x 3 with filter size 64. The output of C2 is passed
on to Max-pooling layer 1 (M1).
3. M1 has filters 2 x 2 with stride 2. The output of M2 is passed
on to convolution layer 4 (C3).
4. C3 has 64 x 3 with filter size 128. The output of C3 is passed
on to convolution layer 4 (C4).
5. C4 has 128 x 3 with filter size 256. The output of C4 is
passed on to Max-pooling layer 2 (M2).
6. M2 has filters 2 x 2 with stride 2. The output of M2 is passed
on to convolution layer 5 (C5).
7. C5 has 256 x 3 with filter size 512. The output of C5 is
passed on to convolution layer 6 (C6).
8. C6 has 512 x 3 with filter size 512. The output of C6 is
passed on to Max-pooling layer 3 (M3).
9. M3 has filters 2 x 2 with stride 2. The output of M3 is passed
on to convolution layer 7 (C7).
10. C7 has 512 x 3 with filter size 512. The output of C7 is
passed on to convolution layer 8 (C8).
11. C8 has 512 x 3 with filter size 512. The output of C8 is
passed on to Average Pooling layer (AP).
12. AP has filters 7 x 7 with stride 1.
13. The output features of AP are then sent to softmax function
to normalize the obtained features.

3.3.
3.3.1. Cheetah optimization

Feature selection

Cheetahs often use the following strategies to hunt down their
prey:

1. Searching.

2. Sitting and waiting.

3. Attacking.

4. Leaving the prey.

3.3.2. Searching

Like all the predators, cheetahs will sit or roam, searching for
prey that might have entered their territory (search space). To
mathematically model these search methods, let pl’ indicate
the current position of cheetah i (i =1, 2, 3, ..., n), in the orga-
nization j (j =1, 2,3, ..., d), where n is the cheetah population
and d is the dimension of the optimization problem. Each prey
is considered to be the position of a decision variable that cor-
responds with the optimal solution. The states of cheetahs in
different arrangements construct the population. In order to up-
date the position of cheetah i in each organization, equation (1)
is proposed:
t+1 _

Pi,j —pf,j*'f’i_,}'é;,j’ (1

where Pf’, j and Pf’j represent the present and next position of
cheetah 7 in the organization j, respectively. ¢ refers to time
of hunting where 7' is maximum of hunting time. ¥; ; refers
to random numbers which are normally distributed. ¢; ; is the
step length and in most of the cases it is greater than zero and

t
set at — x0.001 as cheetahs move slowly, and search for prey.

When a cheetah comes across other enemies, it will quickly
move and change its direction. To show this behavior, y7 Iis
used differently for different cheetahs in different hunting times.

6;,j in each cheetah organization is derived by the product of the
distance between i-th cheetah and a randomly selected cheetah.
At any point of time there will be a cheetah who is closer to the
prey. This cheetah is considered to be the leader and this position
will be updated based on the distance between a cheetah and the

prey.

3.3.3. Sitting and waiting

There are situations where both prey and cheetah are present in
their field of vision. In such situations, to reduce the chance of
prey’s escape, the cheetah may attempt to surprise its prey by
hiding itself by lying in the bushes and starts waiting for the prey
to move closer. So in this strategy, the cheetah’s position will
not change until the prey comes closer. This can be represented
by equation (2):

t+1

Pij Zp,t',j- )

3.3.4. Attacking

After the prey has moved into the closer proximity, cheetahs
start attacking. In group hunting mode, all the cheetahs adjust
their positions based on both the leader and prey positions. This
can be expressed as equation (3):

Pi =P +7ij-0 3)

where p%’j is the present position of the prey and the best
position in the population. The turning factor of cheetah is rep-
resented by ¥; ; and its interaction factor is represented as 6f .
This is because the next position of the leader is determined by
the movement of the prey, and the position of any cheetah in
the organization is based on the leader’s position. The turning
factor y; ; is calculated by equation (4):

Vi.j = yi "0 sin(2my; ), “4)

where vy; ; is a random number normally distributed from stan-
dard normal distribution.

In order to select from searching or attacking strategy, a ran-
dom value H is calculated. Initially, a random number R from
[0,1] is selected. This R is used to calculate H using equa-
tion (5):

H=e>171T 5 (2R -1). (5)

Initially two random numbers ry, and r, from [0, 1] are cho-
sen. If r, > r; choose sit and wait strategy. Otherwise another
random number r3 from [0, 3] is chosen. If H < r3 then search
strategy is opted. Otherwise attack strategy is opted.

3.3.5. Leave the prey

Sometimes, after an unsuccessful pursuit, the cheetah might
have to change positions to hunt down its prey or go home. The
CO strategies are graphically represented in Fig. 3.

3.4. Hybrid cheetah optimization (HCO)

In order to achieve significantly higher optimization results, GA
is combined with CO to propose a new method, HCO. The
algorithm for HCO is presented in Algorithm 1. GA involves
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Algorithm 1. Hybrid cheetah optimization algorithm

Input:
POPg;,.:Population
D:Image Dataset
C:Classification algorithm
Output: Global best solution
initialize MaxlIt, Tinax
t<0
ite—1
1y < extractFeature(D)
foreach Cheetah X; : i=1 to PO Pg;;. do
foreach j of Cheetah X;: i=I to f do
‘ X;j < rand(0,1)
end
X fmess computeFitness(X;, C, Tyrar)
end
prey<«—select best solution from X

- - N B SV

—
- S

12 leader<select second best solution from X
13 while it < MaxIt do
14 m «randInteger(2,PO Pg;;.)
15 ¥ « select m cheetahs from X
16 foreach cheetah ¥; in ¥ : i=1 to m do
17 foreach j of Cheetah ¥;: j=1I to f do
18 calculate )'\/,)7,5,5/,1'1 // using equation (4) and (5)
19 ri1 « random(0,1)
20 rp «— random(0,1)
21 if 71 < rp then
22 r3 < random(0,3)
23 if H > r3 then
24 ‘ perform Attack strategy using equation (3)
25 else
26 ‘ perform Search strategy using equation (1)
27 end
28 else
29 ‘ perform Sit and Wait strategy using equation (2)
30 end
31 end
32 update ¥; and leader
33 end
34 te—t+1
35 if t > (rand() X Tpmax) and leader unchanged then
36 Y; « prey
37 leader < Select new leader
38 end
39 update prey
/* Adding mutation and crossover to improve feature selection performance =/
40 Xc1,Xc2 <—Cr0ssover(prey, leader) // crossover first and second optimal solutions using Alg.
41 Xcfmess —computeFitness(Xc1, C, Trram) // using Alg. 4
4 Xco™ess —computeFitness(Xca, C, ) // using Alg. 4
43 prey<«—select best solution from prey, Xc1, X2
44 prey « Mutate(prey) // perform mutation using Alg. 3
45 prey/™ess —computeFitness(prey, C, Tirar) // using Alg. 4
46 prey<«—select best solution from prey, prey
47 it «— it+1

48 end
49 return prey(Global best solution)

// \Utrpm| = POPgijze X f: f=No.of features

// using Alg. 4

2
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Fig. 3. Graphical representation of cheetah optimization strategies

initialization of the population, calculation of fitness, selection,
mutation, and crossover. For HCO, crossover operation is ap-
plied for two optimal solutions namely Parent| — first best solu-
tion, Parent, — second best solution. The single-point crossover
technique is followed with the selected parents, where a random
crossover point (CP) is selected. The values of both parents are
switched until CP, and the remaining values are retained. The
crossover operation is illustrated in Fig. 4. The algorithm for
crossover operation is given in Algorithm 2.

Cross over Point

Parent 1 ‘ ‘ ‘

I

Parent 2 ‘ ‘ ‘

Child 1 ‘ ‘ ‘

Child 2 ‘ ‘ ‘

Fig. 4. Single-point crossover

Algorithm 2. Crossover

Input:
®;:Parentl
®,:Parent2
Output:
A1:Child1
A;:Child2
len < length(®)
CP « randInteger(1,len)
Al — @1
A2 — @2
for i in range(1 to CP )
do
| AL[i], Ax[i] = ©,[i].0[i]
end
return Aj, Ay

// crossover

o 0 9 S R W N =

During mutation, two different random mutation points,
namely, the lower mutation point LMP and the upper muta-
tion point UMP, are selected. The LMP will be generally from
the top half of the chromosome and UMP will be generally from
the lower half of the chromosome. The values between LMP and
UMP are substituted with their corresponding 1’s complement
values. The mutation operation is illustrated in Fig. 5. Fitness of
the solution is calculated by equation (6):

fitnessScore =W, xM,+W,(1-FSR), (6)
where W, and W,, represent the weights of classification accu-
racy and feature selection ratio respectively. M,, represents the

classification model accuracy which is calculated using equa-
tion (7):

_ number of correctly classified images

M, = 7
“ sizeO f (Testing set) @
LMP UMP
Child 11011010001100111001010
1's Complement
Mutant Child | 11010101110011111001010

Fig. 5. Mutation of a chromosome

FSR represents feature selection ratio, which is calculated
using equation (8):

F
FSR="-%
F

n

®)

Fjs and F, represents length of the subset of features se-
lected and total number of features in dataset respectively. The
algorithm for mutation operation is given in Algorithm 3.

Bull. Pol. Acad. Sci. Tech. Sci., vol. 72, no. 2, p. €148942, 2024



N

www.czasopisma.pan.pl I) Pq> www.journals.pan.pl

An improved facial image retrieval using hybrid cheetah optimization algorithm

Algorithm 3. Mutate

Input: A:Chromosome
Output: A:Mutant Child
A=A
len « length(A)
LMP « randInteger(1,len)
UMP « randInteger(1,len)
if LMP > UMP then
‘ swap(LMP,UMP)
end
for i in range(LMP to UMP) do
‘ A[i] « 1’s Complement of A[i]
end

o 0 Nt R W N =

[y
>

return A

-
—

Algorithm 4. ComputeFitness

Input:
X:Solution
C:Classification algorithm
I';ppr:Image Feature Matrix

Output: fitnessScore

1 letW, <« 0.8

2 letW, «0.2

3 index « getSelectedFeatures(X) // extract selected
features’

4 Uiy < Tippmi,index) // extracting the selected

index

features

5 Xtrain’ Xtest P Ytraim Ytest — train_teSt_Split(rlFM )
test_size=0.3)

6 model « constructModel(X;,qin,Yirain, C)

7 M, « calculate accuracy(model,X;egs, Yiesr) // using
equation (7)

8 FSR « calculate Feature Selection Ratio
equation (8)

9 fitnessScore «— Wy xMg+W,(1-FSR)

10 return fitnessScore

// using

3.5. Approximate nearest neighbor

The similarity measure is calculated for all the images in the
database against the query image by using the selected features
from the previous stages. This strategy, known as the linear
search method, will always identify the precise nearest neighbor.
This could be expensive when the dataset is larger. To address
this, approximate nearest neighbor algorithms can be used. In
our work, we have used a graph-based approach to perform
ANN. A k-NN graph is constructed offline, and we do a greedy
search on the graph to retrieve the nearest node for the given
query.

A k-NN graph is a digraph G = (N, E), where N is the set
of nodes and E is the edge. Node N; is connected to N; if N;
is one of the k-NNs of N;. If the value of k is smaller, then the
graph will become sparse. On the other hand, choosing a larger
k becomes costly. The approximate k-nearest neighbor search
is performed on the k-NN graph from a randomly selected node

Bull. Pol. Acad. Sci. Tech. Sci., vol. 72, no. 2, p. €148942, 2024

N;. N, gets updated every time when a new nearest neighbor to
the query is found. This is done using equation (9):

Ny=  argmin
NEC(Nt,l ,n,G)

d(N,q), ©))

where C(N,n,G) returns first n < k neighbors of N from G.
The distance measure d is the Euclidean distance. After a pre-
determined number of greedy steps, S, the algorithm stops. At
this point, the most recent top K nodes are returned, and these
K nodes are the K-nearest neighbors to the query.

3.6. Time complexity

The time complexity for initializing the population is O (P X N)
where P represents the population size and N represents the
total number of objectives. In order to evaluate the fitness, the
complexity is O (P X MaxlIt X c¢), where MaxIt is the maximum
number of iterations and c is the cost for evaluating the objective
function. In order to update the position of cheetahs the cost is
O (P xMaxlIt x u) where u is the cost for updating a cheetah’s
position. After incorporating mutation and crossover operations,
the complexity of entire process is O (N X MaxIt X P X ¢ X u X
(M +C)), where M and C indicate the cost of mutation and
crossover operations, respectively which is very much similar
to other methods like PSO, FA and GWO. For constructing k-
NN graph, the time complexity is O (n X log(n)) where n is the
number of nodes. The time complexity for finding the k nearest
neighbors is O(\/n X k).

3.7. Space complexity

The space complexity for HCO is O (P X N) where P represents
the population size and N represents the total number of objec-
tives. The space complexity for k-NN graph approach is O(n)
where 7 is the number of nodes.

4. IMPLEMENTING APPROACHES

The details of benchmark datasets, classifiers, and performance
evaluation methodologies used in the paper are briefly discussed
here.

4.1. Datasets used

Utilizing five publicly available benchmark datasets (LFW [32],
MultiPie [33], color FERET [34], DigiFace-1M [35] and CelebA
[36, 37]), the proposed face recognition and retrieval system
performance is evaluated.

4.2. Supervised learning algorithms used

In this proposed study, we used the two most well-known su-
pervised classification methods. To build the model, a 10-fold
cross-validation approach is used.

1. Naive Bayes (NB) classifier: The NB classifier is a statistical
classifier that is capable of predicting the probability of class
membership for given data [38,39].

2. Support vector machine (SVM) classifier: The SVM classi-
fier [40] creates the best decision boundary, called a hyper-
plane, so that the data points can be divided into two classes.
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The border of the hyperplane is defined by the support vec-
tors.

4.3. Performance evaluation criteria

The performance of proposed HCO algorithm is evaluated using
following evaluation criteria: accuracy (success rate), precision
(uP), recall (R), and F-Score (F). These values are determined
by the factors sorted out below.

1. True Positive(Z}0s): Positive classes are classified as positive.
2. True Negative(Trey): Negative classes are classified as neg-

ative.

3. False Positive(Fpos): Negative classes are classified as posi-
tive.

4. False Negative(Fyeg): Positive classes are classified as neg-
ative.

The success rate is calculated by equation (10):

SR = Tpos + Tneg

P+N (10)

where P and N are the total number of positive and negative
classes. The Precision (uP) is the percentage (%) of positive
data labeled as positive is calculated by equation (11):

T,
uP = __ P (an
Tpos +F pos
The Recall (R) is the percentage of identified true positives
which is calculated by equation (12):

RC = Tpos

R (12)
Tpos +Fneg

The F;-Score(F;) is a metric that evaluates the classification
model efficacy by considering both precision (uP) and recall
(R) is calculated by equation (13):

2XuPxRC
1= =

Tpos
HP+RC Tpos"‘%(Fpos"'Fneg)

13)

To evaluate the retrieval performance of the proposed HCO
feature selection algorithm combined with the k-NN algorithm,
the result similarity value is calculated using equation (14).
Result similarity is the average cosine similarity [41] between

the query image and the retrieved top k images:

k
1
Result Similarity = X Z Sc(q,Y}), (14)
—

where ¢ is the query image, Y; € Y, which is the set of retrieved
images and k is the size of Y. Cosine similarity S.(q,Y) is
calculated using equation (15):

n
Z%‘Yi

n = n )
A\ Zqzl\ ZYiz
i=0 i=0

The system is implemented on 2.3 GHz — Intel Core i5 system
with 16 GB RAM memory. Python 3.7.3 is used for program-
ming. TensorFlow library is employed for feature extraction
along with matplotlib library for plotting the graphs.

SC(CLY) =

5)

4.4. Environmental setup

4.5. Experimental results

The proposed HCO algorithm performance is compared with
various feature selection techniques listed below:

1. Genetic algorithm (GA) [42].

2. Particle swarm optimization algorithm (PSO) [43].

3. Firefly algorithm (FA) [44].

4. Grey wolf algorithm (GWO) [22].

4.5.1. Comparison of accuracy and performance on LFW
dataset

Table 1 shows the comparison of results from various aforemen-
tioned feature selection techniques on the LFW dataset using the
NB and SVM classifiers. The proposed HCO feature subset se-
lection methodology has shown 94.24% accuracy with the NB
classifier. Similarly, the precision, recall, and F1 score are 0.94
each. With the SVM classifier, the accuracy is also 94.24%.
The proposed method has shown 0.940 precision, 0.941 recall,
and a 0.941 F1 score. This clearly indicates that HCO-based
method shows better results comparing to alternate feature se-
lection methodologies. The classification accuracy distribution
of various methods along with the proposed HCO-based feature
selection method in 20 runs on the dataset is depicted in Fig. 6

Table 1
Performance comparison on LFW dataset
NB SVM
Methods
AC | ERR | P | RC | FI AC | ERR | P | RC | FI

GA 84.26% | 15.74% | 0.8391 | 0.842 0.8397 | 84.26% | 15.74% | 0.8391 | 0.842 0.8399
PSO 85.2% 14.8% 0.8489 | 0.8513 | 0.8494 | 85.2% 14.8% 0.8493 | 0.8513 | 0.8497
FA 89.68% | 10.32% | 0.8938 | 0.8962 | 0.8945 | 89.68% | 10.32% | 0.8949 | 0.8962 | 0.8952
GWO 91.65% | 8.35% 0.9143 | 0.9159 | 0.9148 | 91.65% | 8.35% 0.9145 | 0.9159 | 0.9149
HCO 94.24% | 5.76% 0.9406 | 0.9417 | 0.9409 | 94.24% | 5.76% 0.9409 | 0.9417 | 0.9411
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Fig. 6. Success rate using NB classifier on LFW dataset
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Fig. 7. Success rate using SVM classifier on LFW dataset

Table 2
Multi-run performance on LFW dataset
NB SVM

Methods

Max ‘ Min ‘ Avg ‘ SD Max ‘ Min ‘ Avg ‘ SD
GA 0.8426 | 0.8096 | 0.8266 | 0.0132 | 0.8426 | 0.8246 | 0.8353 | 0.0068
PSO 0.852 0.8247 | 0.8368 | 0.0103 | 0.852 0.8297 | 0.8438 | 0.0078
FA 0.8968 | 0.8745 | 0.8854 | 0.0082 | 0.8968 | 0.8696 | 0.8857 | 0.0104
GWO 0.9165 | 0.8795 | 0.8978 | 0.0134 | 0.9165 | 0.8845 | 0.8998 | 0.013
HCO 0.9424 | 0.9296 | 0.9355 | 0.0048 | 0.9424 | 0.9306 | 0.9385 | 0.0029

and 7. The variation and outliers are very low in the proposed
method, and it is clearly evident that HCO is consistent and effi-
cient when compared with the other methods. The repeatability
test results are shown in Table 2 with values such as the best,
worst, average, and standard deviation of the accuracy score for
the feature selection methods using NB and SVM classifiers.
The mean accuracy score for the HCO method is 93.55% and

clearly outperforms the other feature selection methods. After
20 independent runs on the MultiPie dataset with NB and SVM
classifiers using various feature selection methods, the repeata-
bility test results are depicted in Table 4, and the classification
accuracy distribution is depicted as boxplots in Fig. 8 and 9.

93.85%, respectively, which is better than other methods. 0.95 -
g =
4.5.2. Comparison of accuracy and performance on e 9997
MultiPie dataset § I___ji ﬁ
0.85 -
The comparison results of various feature selection methods E %
on MultiPie dataset are tabulated in Table 3. The HCO shows v .80 4
93.96% accuracy, 0.9358 precision, 0.9396 recall, and 0.9376
F1 score with the NB classifier and 93.96% accuracy, 0.9357 0.75 . . . . .
precision, 0.9396 recall, and 0.9376 F1 score with the SVM clas- GA pso FA Gwo Hco
sifier. With MultiPie dataset, our HCO feature selection method Fig. 8. Success rate using NB classifier on MultiPie dataset
Table 3
Performance comparison on MultiPie dataset
NB SVM
Methods
Ac [ ERR | P | Rc | FI aAc [ ERR | P | Rc | FI
GA 83.96% | 16.04% | 0.8317 | 0.8396 | 0.8352 | 84.96% | 15.04% | 0.8418 | 0.8496 | 0.8452
PSO 88.46% | 11.54% | 0.8782 | 0.8846 | 0.8811 | 88.46% | 11.54% | 0.8781 | 0.8846 | 0.881
FA 88.96% | 11.04% | 0.8835 | 0.8896 | 0.8863 | 88.96% | 11.04% | 0.8834 | 0.8896 | 0.8862
GWO 91.96% | 8.04% 0.9148 | 09196 | 09171 | 91.96% | 8.04% 0.9149 | 09196 | 09171
HCO 93.96% | 6.04% 0.9358 | 0.9396 | 0.9376 | 93.96% | 6.04% 0.9357 | 0.9396 | 0.9376
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Table 4
Multi-run performance on MultiPie dataset
NB SVM
Methods
Max ‘ Min ‘ Avg ‘ SD Max ‘ Min ‘ Avg ‘ SD

GA 0.8396 | 0.81 | 0.827 0.0111 | 0.8496 | 0.815 | 0.8316 | 0.0133
PSO 0.8846 | 0.85 | 0.8704 | 0.0132 | 0.8846 | 0.855 | 0.8715 | 0.0116
FA 0.8896 | 0.86 | 0.876 0.0113 | 0.8896 | 0.855 | 0.8736 | 0.0136
GWO 0.9196 | 0.89 | 0.9057 | 0.0117 | 0.9196 | 0.87 0.8978 | 0.0201
HCO 0.9396 | 0.92 | 0.9306 | 0.0076 | 0.9396 | 0.92 0.9295 | 0.0076

The proposed HCO feature selection method, with average ac-
curacy of 93.06% and 92.95% using NB and SVM classifiers,
is the best and most consistent among the listed methods.

0.95 1
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g
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2
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Fig. 9. Success rate using SVM classifier on MultiPie dataset

4.5.3. Comparison of accuracy and performance on color
FERET dataset

When the proposed method is applied using the NB classifier,
an accuracy of 93.72%, precision of 0.9369, a recall of 0.9371,
and an F1 score of 0.9368 are obtained. With SVM classifiers,
the values 94.23%, 0.9408, 0.9417, and 0.9410 are obtained as
accuracy, precision, recall, and F1 score. The entire comparison
results are displayed in Table 5. The multi-run statistics are
represented in Table 6, after performing 20 independent runs
on the dataset for each method using NB and SVM classifiers.
With average accuracy of 93.05% and 93.38% using NB and
SVM classifiers, the HCO-based method has shown superior

performance. Also, the classification accuracy distribution is
consistent with both classifiers for the proposed methods. The
classification accuracy distribution is shown in Fig. 10 and 11.
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Fig. 10. Success rate using NB Classifier on color FERET Dataset
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Fig. 11. Success rate using SVM Classifier on color FERET Dataset

Table 5

Performance comparison on color FERET dataset

NB SVM
Methods

ac | R | P | RC | FI ac | R | P | RC | FI

GA 85.24% 14.76% 0.8515 0.852 0.8513 84.62% 15.38% 0.843 0.8457 0.8437
PSO 85.24% 14.76% 0.8509 0.852 0.851 87.17% 12.83% 0.8695 0.8711 0.8698
FA 88.66% 11.34% 0.8859 0.8863 0.8857 87.71% 12.29% 0.8744 0.8766 0.875
GWO 91.75% 8.25% 0.9174 0.9173 0.9171 90.66% 9.34% 0.9044 0.9062 0.9049
HCO 93.72% 6.28% 0.9369 0.9371 0.9368 94.23% 5.77% 0.9408 0.9417 0.941
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Table 6
Multi-run performance on color FERET dataset
NB SVM
Methods
Max Min Avg SD Max Min Avg SD

GA 0.8524 0.8145 0.8362 0.015 0.8462 0.8146 0.8339 0.0103
PSO 0.8524 0.8096 0.8339 0.0168 0.8717 0.8345 0.8532 0.0139
FA 0.8866 0.8395 0.8678 0.0192 0.8771 0.8546 0.8664 0.0085
GWO 0.9175 0.8695 0.8968 0.0176 0.9066 0.8695 0.8924 0.0128
HCO 0.9372 0.9245 0.9305 0.0045 0.9423 0.9246 0.9338 0.0062

4.5.4. Comparison of accuracy and performance on
DigiFace-1M dataset

An accuracy of 93.06%, precision of 0.9314, a recall of 0.9306,
and an F1 score of 0.9308 are obtained when the proposed

method is applied using the NB classifier. With SVM classifiers,
accuracy of 94.44%, precision of 0.9452, a recall of 0.9444, and
an F1 score of 0.9446 are obtained. The complete comparison
results are displayed in Table 7. The multi-run statistics are
provided in Table 8, after performing 20 independent runs on

with both classifiers for the proposed methods. The classification
accuracy distribution is shown in Fig. 12 and 13.

Success Rate

the dataset for each method using NB and SVM classifiers. The
performance of HCO-based method is superior with average
accuracy of 92.61% and 93.53% using NB and SVM classifiers.

Also, it has consistent distribution of the classification accuracy

0.95 -
| —
0.90 - -
0.85 - = —
0.75 . . . .
GA PSO FA GWOo HCO

Table 7
Performance comparison on DigiFace-1M dataset
NB SVM
Methods
ac | ERR | P | RC | HI ac | ERR | P | RC | HI
GA 80.56% 19.44% 0.8077 0.8056 0.8061 80.56% 19.44% 0.8078 0.8056 0.8061
PSO 81.94% 18.06% 0.8215 0.8194 0.82 81.94% 18.06% 0.8215 0.8194 0.82
FA 86.11% 13.89% 0.8628 0.8611 0.8615 81.94% 18.06% 0.8215 0.8194 0.82
GWO 90.28% 9.72% 0.904 0.9028 0.9031 90.28% 9.72% 0.904 0.9028 0.9031
HCO 93.06% 6.94% 0.9314 0.9306 0.9308 94.44% 5.56% 0.9452 0.9444 0.9446
Table 8
Multi-run Performance on DigiFace-1M dataset
NB SVM
Methods
Max ‘ Min ‘ Avg SD Max ‘ Min ‘ Avg SD

GA 0.8056 0.77 0.7876 0.014 0.8056 0.77 0.7908 0.0146

PSO 0.8194 0.8 0.8105 0.0072 0.8194 0.8 0.8113 0.0073

FA 0.8611 0.82 0.8427 0.0162 0.8194 0.81 0.8153 0.0035

GWO 0.9028 0.85 0.8746 0.0205 0.9028 0.85 0.8803 0.0197

HCO 0.9306 0.92 0.9261 0.0041 0.9444 0.925 0.9353 0.0081

Bull. Pol. Acad. Sci. Tech. Sci., vol. 72, no. 2, p. €148942, 2024
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Fig. 13. Success rate using SVM Classifier on DigiFace-1M Dataset Fig. 14. Success rate using NB classifier on CelebA dataset
4.5.5. Comparison of accuracy and performance on
CelebA dataset
The HCO-based method outperforms other methods with an 0.95 4
accuracy of 94.44%, precision of 0.9451, a recall of 0.9444, o _—
and an F1 score of 0.9446 using the NB classifier. An accuracy g .90 4
of 94.44%, precision of 0.9452, a recall of 0.9444, and an F1 ﬁ
score of 0.9446 are obtained with SVM classifiers. The complete E 0.85 4 I;!
comparison results are displayed in Table 9. After performing g E
20 independent runs on the dataset for each method using NB " Heo E Q
and SVM classifiers, the statistics are provided in Table 10.
HCO has better performance with average accuracy of 93.35% 0.75 . . . . .
and 94.07% using NB and SVM classifiers provided, consistent GA pso FA Gwo Hco
distribution of the classification accuracy with both classifiers. Fig. 15. Success rate using SVM classifier on CelebA dataset
The same is shown in Fig. 14 and 15.
Table 9
Performance comparison on CelebA dataset
NB SVM
Methods
ac | R | P [ Rc | FI ac | R | P [ Rc | A
GA 80.56% 19.44% 0.8078 0.8056 0.8061 81.94% 18.06% 0.8215 0.8194 0.82
PSO 81.94% 18.06% 0.8215 0.8194 0.82 83.33% 16.67% 0.8352 0.8333 0.8338
FA 83.33% 16.67% 0.8353 0.8333 0.8338 84.72% 15.28% 0.849 0.8472 0.8477
GWO 87.5% 12.5% 0.8765 0.875 0.8754 87.5% 12.5% 0.8765 0.875 0.8754
HCO 94.44% 5.56% 0.9451 0.9444 0.9446 94.44% 5.56% 0.9452 0.9444 0.9446
Table 10
Multi-run performance on CelebA dataset
NB SVM
Methods
Max ‘ Min ‘ Avg SD Max ‘ Min ‘ Avg SD
GA 0.8056 0.77 0.7902 0.0136 0.8194 0.79 0.8054 0.0111
PSO 0.8194 0.79 0.8063 0.0106 0.8333 0.795 0.8165 0.0142
FA 0.8333 0.81 0.8238 0.008 0.8472 0.82 0.8343 0.0109
GWO 0.875 0.84 0.8599 0.0123 0.875 0.845 0.8612 0.0108
HCO 0.9444 0.92 0.9335 0.0093 0.9444 0.935 0.9407 0.0035
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4.5.6. Comparison of retrieval performance

The retrieval performance is evaluated by comparing the Result
Similarity Score for the proposed methods of feature selection
and image retrieval. When the k-NN search algorithm is com-
bined with the proposed HCO algorithm, the Result Similarity
Score obtained is 0.963, 0.957, 0.971, 0.950 and 0.960 for LFW,
MultiPie, Color FERET, DigiFace-1M and CelebA datasets, re-
spectively. This shows that while using k-NN search algorithm
for retrieving top k similar images, the results are better. The
comparison results are illustrated in Fig. 16.

— LW 097

= MultiPie 09 096 096

m= color FERET
DigiFace

m— Celebl

Lt
093 093
L)

Result similarity

FA + ANN GWO + ANN HCO + ANN HCO + k-NN

Fig. 16. Comparison of result similarity

5. CONCLUSIONS

This paper proposes a novel facial image retrieval system to
retrieve human faces for a query image from a large database.
The system employs DCNN for feature extraction, HCO for
feature selection, and the k-NN algorithm for image retrieval.
The performance of the proposed system is compared with four
feature selection techniques on five benchmark datasets. The
extensive result analysis demonstrates that the suggested method
is exceedingly superior to other methods.

Table 11

List of Symbols
Symbol Description
pl’., ; Position of cheetah 7 in organization j at time ¢
0% Random number
0 Step length
OB Position of the prey
0% Turning factor
) Interaction factor
POPg;,. Population Size
D Image Dataset
C Classification Algorithm
MaxlIt Maximum iteration count
Tmax Maximum of time ¢
Tirm Extracted Image features

X; i Cheetah (Solution)
prey Global best solution

Bull. Pol. Acad. Sci. Tech. Sci., vol. 72, no. 2, p. €148942, 2024

Symbol Description

leader Global second best solution

X/fimess Fitness of i Cheetah

¥ Selected m Cheetahs (Solutions)

(C] Parent chromosome

A Child chromosome

A Mutant Child chromosome

CP Crossover point

LMP Lower Mutation Point

UMP Upper Mutation Point

G k-NN graph

N A node in k-NN graph

W, Weight for classification accuracy

Wy Weight for feature selection ratio

M, Classification accuracy

FSR Feature selection ratio

Fi Selected feature subset length

F, Total Feature length

X; Node in the k-NN graph at time t

Tpos True Positive

Theg True Negative

Fpos False Positive

Freg False Negative

SR Success rate

uP Micro precision

RC Recall

F Fi—score

Se¢ Cosine similarity
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