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Abstract. This paper presents the control design framework for the hybrid synchronization (HS) and parameter identification of the 3-cell
cellular neural network. The cellular neural network (CNN) of this kind has increasing practical importance but due to its strong chaotic behavior
and the presence of uncertain parameters make it difficult to design a smooth control framework. Sliding mode control (SMC) is very helpful
for this kind of environment where the systems are nonlinear and have uncertain parameters and bounded disturbances. However, conventional
SMC offers a dangerous chattering phenomenon, which is not acceptable in this scenario. To get chattering-free control, smooth higher-order
SMC formulated on the smooth super twisting algorithm (SSTA) is proposed in this article. The stability of the sliding surface is ensured
by the Lyapunov stability theory. The convergence of the error system to zero yields hybrid synchronization and the unknown parameters
are computed adaptively. Finally, the results of the proposed control technique are compared with the adaptive integral sliding mode control
(AISMC). Numerical simulation results validate the performance of the proposed algorithm.
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1. INTRODUCTION

Chua and Yang [1] presented for the first time the terminol-
ogy CNN as a cellular neural network. It is considered to be
a signal-processing system comprised of a lot of processing
units called cells. These cells are locally connected to perform
complex tasks in a parallel processing regime. Since the cells
are locally connected in CNN, this feature makes it different
from other neural networks [2] which is advantageous in the
sense that its implementation becomes easier in the current pla-
nar technologies [3]. Several applications of CNN are reported
in the literature [4—6] after its invention, especially in image
processing [7]. CNNs are non-linear complex dynamical net-
works and the occurrence of chaos is very obvious. From an
electrical engineering perspective, CNNs are considered to be
dynamical networks comprising nodes that are coupled locally
to perform some information processes or to generate specific
behaviors. Since CCNs exhibit chaotic behavior, in this paper
HS of CNNss is investigated by employing SSTA. A smooth su-
per twisting algorithm is a special flavor of higher order sliding
mode control.

There are several techniques available in the literature which
reports the synchronization of chaotic systems connected in a
network [8,9]. The techniques employed to investigate the hy-
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brid synchronization (HS) of chaotic systems can be divided
into mainly two classes. One for investigation of hybrid syn-
chronization of chaotic systems with known parameters, and the
other for unknown parameters. Most of the techniques used for
investigating hybrid synchronization are based on active con-
trol [10] and direct design method [11] is investigated in such
circumstances where the parameters are unknown. These tech-
niques include sliding mode control [12], integral sliding mode
control [13], pinning control [14], robust control [15], track-
ing control [16], backstepping control [17]. Moreover, there are
many different types of synchronization like lag synchroniza-
tion [18], projective synchronization [15], generalized synchro-
nization [19], phase synchronization [20], anti-synchronization
[21], complete synchronization [22], hybrid synchronization
[23], etc.

The evolution of the SMC algorithm has made it the first
choice for control design engineers especially when the robust-
ness of the control technique is required. SMC can control the
dynamics of nonlinear natured networks by offering robustness
to external perturbation as well as matched uncertainties. In ad-
dition, it has several advantages including easy design, order re-
duction, and quick response. In [24], its two-step simple design
procedure is described, i.e. designing a stable sliding surface
and after that defining a control law to impose the sliding mode
in the manifold along the system dynamics. This design proce-
dure may not be suitable for the hybrid synchronization of CNN
because of uncertain parameters and bounded disturbances due
to its complex dynamics. The application of the SMC method
to investigate HS of CNN requires some novel approach.
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In [25], control of nonlinear systems by employing the stan-
dard sliding mode control method is discussed. In this signifi-
cant work, a couple of dissimilar sliding surfaces are designed
by considering the relative degree of the system and so, SMC
framework is defined to impose the sliding mode in the man-
ifold. This control framework is complicated and the applica-
tion of control laws, defined on the basis of the conventional
method, leads to a dangerous phenomenon called chattering.
This drawback of the conventional SMC limits its application
in practical cases, particularly in CNNs. In this paper, SMC-
based control algorithm is proposed. Moreover, the control laws
defined are second-order type sliding modes, to impose the slid-
ing mode to the manifold. These control laws are smooth and
robust as well. To get hybrid synchronization of CNN in the
existence of uncertain parameters, the design of a single slid-
ing surface based on smooth second-order SMC gives strong
motivation for this research article.

With the motivation given above, a smooth second-order
SMC based on SSTA for hybrid synchronization of 3-cell CNN
is considered in this article. There are two reasons for proposing
SSTA. First, to achieve smooth control needed for hybrid syn-
chronization of CNN by eliminating chattering, which is un-
wanted, and second, to achieve robustness contrary to the un-
certainties by ensuring the correctness of sliding modes. In ad-
dition, it is considered that due to uncertainties, the parameters
of the CNN are unknown. As an example, 3-cell cellular neural
network is considered to check the validation of the proposed
control algorithm.

2. PROBLEM FORMULATION

2.1. System description and mathematical model

A 3-cell CNN system was firstly reported in [26], which can be
presented as:

X1 =—x1+ Ot‘P(xl) — 5lp(x2) - 5‘1’()63),

Xy = —)C2—5l1'(xl)+ﬁ‘P(XQ)—Y‘P(X3), (1)
X3 = —x3 — 8¥(x1) + Y¥(x2) + ¥ (x3).

In equation (1) x; and W(x;) are system variables and out-
put function of j-th cell, ¥, §, & and B are the real parame-
ters. Output P(x;) is the piecewise linear function defined as:
W(xj) =0.5x; + 1| = 0.5|x; — 1], j = 1,2,3. In [26, 27], the
chaotic behavior of equation (1) is analyzed by considering
these parametric values: @ = 1.24, B = 1.1, y=4.4, 6 =3.21,
the starting conditions for the dynamic states are considered as:
x1(0) = 0.1, x2(0) = 0.1, x3(0) = 0.1. The 3-D and 2-D phase
portraits of equation (1) are shown in Fig. la—1d.

(a) (b)

2.2. Problem statement

The chaotic nature of the 3-cells CNN [26] is a renowned case
of the CNNss. To achieve hybrid synchronization equation (1) is
considered as master where as the slave systems is defined as
follows:

Yl = -y + (le(yl) — 6111()12) — 6\{1()73) + ﬁl +IJ'I 5
Yo==y2=8¥() +BY(n2) —v(y3) +Ta+ 2, (2)
¥3=—y3—6¥(y1) + ¥ () +¥(3) + iz + s,

where y;,y,,y3 are the system variables, i + fip + h3 are
bounded disturbances, L, L, Uz are the control inputs to be
determined, and ¥(y;) = 0.5|y; + 1| —0.5]y; — 1|,/ =1,2,3.
Definition 1. In the 3-cell CNN equation (1), we say that there
exist HS if y;s are designed in such a way that the states of the
slave system y; (), y2(¢),y3(¢) satisfy the error:

}Llloloei(t) :}L)I'{iyl(t)+qxl(t) :07 i= 172u3‘

For the anti-synchronization ¢ = 1 and for the synchronization
g = —1. The HS control becomes a problem to design appro-
priate controller y; to make ¢;(t) — 0 asymptotically.

3. PROPOSED CONTROL ALGORITHM AND NUMERICAL
EXAMPLE

To investigate robust hybrid synchronization control of 3-cell

CNN, the following two cases are considered. In case (i) smooth

twisting algorithm (SSTA) is employed and in case (ii) AISMC

is applied.

Case (i) Assuming ¥, 0, o, 3 are known and defining the er-

ror as:

eg=y1—gx1, e=yr»—qxy, e3=y3—qx3. (3)

When ¢ = 1, it yields synchronization and when ¢ = —1, anti-
synchronization is achieved. The error dynamical system is ob-
tained as:

€1 =Yy1 —gxi
= -y +a¥(y)—6¥(2) —6¥(y3) + 7+
—g{—x1+a¥(x;) - 6¥(x2) — 6¥(x3)},
€ =Yy —gx2
= —0¥(y)+B¥(2) —v¥0s) +tha+ (4
—q{—x2—8¥(x1) + ¥ (x2) — y¥(x3)},
€3 =3 —qx3
=—y3—6¥() + ¥ (y2) + ¥(v3) + 13 + 3
—q{—x3 = 8% (x1) + y¥(x2) + ¥(x3)}

(© ()

Xl X3

X, X, X

Fig. 1. Chaotic behavior of 3-cell cellular neural network on (a) x1, x, space, (b) x3, x| space, (c) xp, x3 space and (d) xj, xp, x3 space
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by choosing
i =y1—a¥(y1) +8¥(y2) +6'¥(y3)
+g{—x1+a¥(x;) — 0¥(x2) — 0¥ (x3)} + ez,
to =y2+8¥(y1) — ¥ (y2) +v¥(y3) 5)
+6]{—XQ - 5‘1’()61) +ﬁ‘P(x2) — Y‘P(X3)} +e3,

ps =y3+0%¥(y1) — y¥(y2) —¥(y3)
+q{—x3 — ¥ (x1) + Y¥(x2) +¥(x3)} + v,

where v is the new input then equation (4) becomes as follows:

ép=er+h, é=e3+hy, e3=v+hs. (6)

By choosing the Hurwitz SS for equation (6) as: ¢ = ej +2e, +
e3 and its derivative is taken as:

G=¢+26+e3=er+2e3+V+hi+2h+hs. (7)
By selecting,
V= Ve + Vs, ®)
where
Veq = —e3 —2e3,
vy = —1c1|c7|(p771 sign(o) +w, )

-2
Ww=—1o|c| ¢ sign(o), Kki,k > |hi+hy+hs, ¢ >2.

The term w is intermediate control parameter and ¢ is the
smoothing parameter. By employing equation (9) into equa-
tion (7) yields:

6 = —xi|o|?sign(c) +w,
1 (10
W= —1o|o P sign(o), d=L—.
9
d .
Defining a new parameter as: § = [|o| Slgn(c)] and taking its
w

derivative yields:

‘= ld|6|:)1c’5]

_ d ;
:‘Gl_% d—x|o|¢sign(o) +w
— ol sign(o)

_ dg
:Gl_él dx d] ["5' Slgn(c)] — o] AL, (11)
— K 0 w

— . 1
dr d ,i.e. { =|o| ?AL. The eigenvalues
—K2 0

of A are the roots of the Hurwitz polynomial: [AI —A| =
A+dx —d

= A2+ A(dx)) +

K> A ( l)

stable. Therefore, there is a symmetric and positive defi-

nite matrix P € R**? which satisfies the Lyapunov equation:
ATP+PA=—Q.

where A =

(dky) = 0, so it is strictly
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Theorem 1. Examine a Lyapunov function of the kind: V =

¢TPE, where
p— P p2
P2 P3

if equation (12) satisfies the basic Lyapunov equation: AT P +
PA = —Q, where Q € R*>*? is a symmetric and positive definite

) _1

matrix then V = —|o| ¢ {7 Q¢ < 0. Consequently, equation (3)
is asymptotically stable. For simulation purpose, the parametric
values are setas: ¢ = 1.24, B = 1.1, y=4.4, 6 = 3.21.

(12)

Casg (i) Assume systems parameters are unknown and let
7, 0, &, [3 be estimate of ¥, §, o, B respectively and let
F=v— }/,5 §—6, a=0—a& B =pB—p be the errors
in estimating the unknown parameters. Then systems defined
in equations (1) and (2) can be rewritten as:

X1 = —x1 + Q¥ (x;) + 0¥ (x;) — 6¥(x2) — 8F(x2)
—6W(x3) — 6 (x3),

Xy = —xy — 8W(x)) — 8¥(x1) + B (x2) + B (x2) 13)
—P¥(x3) — 7¥(x3),

Xy = —x3 — 8 (x1) =S¥ (x1) + P¥(x2) + P¥(x2)
+‘P()@!)v

Vi =—y1+0%¥(y1) + a¥(y1) — 5¥(y2) — 5'¥(y2)
— 8% (y3) — 8W(y3) + i +pui

Yo =—y2— 8% (y1) — 8P (1) + BE(2) + BE(r2) (14)
—P¥(y3) — P (y3) +h1 + o,

3= —y3—8¥(y1) — ¥ (y1) + 7¥(r2) + 7¥(12)
+W¥(y3) +h+us.

Defining the error between equations (13) and (14) as: e; =
—gx1, 2 = y» —gx2, e3 = y3 — gx3. The error dynamics are
obtained as:

€1 =Y1 —gxi
=—yni+a¥(y)+a¥(y) -
—6W(y3) - 5 Py )+ﬁ1+#1
+ 0¥ (x1) = 6¥(x2) — 6% (x2) —

5(y2) — 5%¥(v2)
{—xl + &¥(x;)
5P (x3) — 5 (x3)},
€2 =Y2—gx2
=y, —8¥(y1) — 8¥(y1) + B¥(y2) + BE(32)
— PP(y3) — PE(v3) + o + o — q{ —x2 — 5 (x1)
— 8% (x1) + B (x2) + PP (x2) — P¥(x3) — P (x3)}
€3 =Yy3—¢gx3
= —y3— 0% (y1) — 8¥(y1) + P¥(2) + P¥(12)
+ () + iz + 13 — gf —x3 = SW(x1) — §¥(x1)
P (x2) + PH (x2) + ¥ (x3) }-

5)
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The control laws for the error dynamics defined in equation (15)
can be designed in the following manner:

=y — 0¥ (y1) + 8%(y ) 0¥ (y3)
+a{—x1+Q¥(x1) = S¥(x2) — S¥(x3)} +er,

= y2+ 8% (y)) — PPy )+ PO ) 6)
+q{—x— 8¥(x1) + B¥(x2) — P¥(x3)} + €3,

Ha = y3+5‘I’()’1) () ¥(y3)
+q{—x3 = 0¥ (x1) + 7¥(x2) + ¥(x3)} + v,

where V is the new input. Then the error dynamics becomes

1 =er+ a{¥(y1) — q¥(x1)} — 5{¥(y2) — ¢¥(x2)}
—5{¥(y3) —q¥(x3)} + 1,

& =e3—0{¥(y1) — q¥(x1)} + B{¥(»2) —¢¥(x2)} (17
—H¥(3) —q¥(x3)} + M,

e3=v—6{P(y1) —q¥(x1)} + H{¥(2) — q¥(x2)}
+ hs.

The Hurwitz SS for system equation (17) can be defined as:
0 = e1 +2e3 +e3. Then its derivative gives:

6 =¢€1+2e+¢e3

=ex+a{¥(y1) —q¥(x1)} — 6{¥(y2) — q¥(x2) }
—8{¥(y3) — q¥(x3) } +2e3 — 28 {¥(y1) — qP(x1)}
+2B{¥(2) — q¥(x2) } —27{¥(33) —q¥(x3) }
+hy+hy— S {P(y1) — ¢¥(x1)}
+H¥02) —q¥(x2) } + v +1ia, (18)

where v = vy + v,. To employ adaptive integral sliding mode
control (AISMC) the following nominal system is defined.

€l=e, e =e3, € =V. (19)

The Hurwitz sliding surface for equation (19) is designed as
Oy = e] + 2ep + e3 and its first time derivative is derived as:

Oy =¢1+2er+¢€3, =er+2e3+ Vo, (20)
By setting Vo = —ep — 2e3 — K * Op * sign(0p), ¥ > 0, we
have Gy = —K * Op * sign(op), which yields oy — 0 and

e1, ez, e3 — 0. Therefore the nominal system defined in equa-
tion (19) is asymptotically stable. Now the sliding manifold for
the original error dynamics defined in equation (18) can be de-
signed as 0 = 0y + z, where z is an integral term to be computed
later. The time derivative of the sliding manifold designed for

equation (18) is derived as:
6=0p0+2=¢€1+2e+€e3+2
= ey +a{¥(y1) —q¥(x1)} — 6{¥(y2) —q¥(x2)}
— 5{¥(y3) — q¥(x3)} +2e3 — 26 {F(y1) — q¥(x1)}
+2B{¥(2) —q¥(x2)} —27{¥(y3) —q¥(x3)}
—6{¥(1) — q¥(x1)} + H{¥(2) —q¥(x2)} +V

+hy +hy +hs+ 2. (21)

By setting v = Vo + v, where v; is the compensator term and vy
is the nominal input. The stability of the sliding manifold can
be verified by the following Lyapunov stability function:

1 .
4 (PS4

1
V=-0

2 (22)

- 52) :
By designing the adaptive laws 7, 5, a, ﬁ properly and com-
puting the compensator term Vs, it is possible to yield V < 0.

Theorem 2. For the system equation (21) it is possible to get

V <0, if the adaptive laws ¥, 0, &, integral term and the com-
pensator term V; are designed as:

Y=21(¥(y3) —q¥(x3)) — (P (y2) —q¥(x2)) — 17,

7=-%,

8§ =1(¥(y2) — q¥(x2)) +1(¥(y3) — q¥(x3)) +1(¥()
Cq¥(x)) - k28,6 =6 @3

&=—1(PO)) —qP(x)) — k3, & = —&

B =—20((y) —q¥(x2)) — uP. B =

Vs = —Ks0'sign(0), Vo = —ex —2e3

:=—0(ex+2e3)k;>0,i=1,....5

Proof. Considering the system presented in equation (21), its
first derivative is derived as:

V=06+86+7y+ad+pp
= &[0(P(y1) —q¥(x2)) +&] + B [0(P(r2) — q¥(x2)) + B
+3 [0{8(¥ () — q¥(x2)) — 5(¥(r3) — ¥ (x3))
— 25(¥(y1) —q¥(x1)) — S(¥(y1) — g'¥(x3))} + ]
+7[0{-2(¥(y3) —q¥(x3)) + (¥(12) — ¢¥(x2)) +7}]
+ [Vo+ Vs+ Ay + hp + his + ep +2e3] 24)

by replacing the integral term, compensation terms, and adap-
tive laws, designed in equation (23) into equation (24) it yields:

V=—ks|o| - x10* — f* - 587 — ki <0, (25)
where K1, K2, K3, K4, K5 > hy + hy + h3. This shows that the
sliding surface is asymptotically stable and the parameter esti-
mation errors &, B, 6, ¥ — 0 also the synchronization errors
e1, ez, e3 converges to zero. Consequently, all the states of the

3-cell CNN are in hybrid synchronization. O
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Simulation results are presented by taking the following ini-
tial conditions, x;(0) = 12.4, x,(0) = 21.7, x3(0) = 10.3,
¥1(0) =5.3,72(0) = 23.4. y3(0) = 187, &(0) = B (0) = $(0) =
0(0) = 0. For synchronization the initial conditions for er-
rors are e1(0) = —7.1, e2(0) = 1.7, e3(0) = 8.4 and for anti-
synchronization the initial conditions for errors are e;(0) =
17.7, e2(0) = 45.1, e3(0) = 29. Simulation results depicted
in Figs. 2-9 are presented for Case I and simulation results
depicted in Figs. 10—17 are presented for Case II. In Fig. 2
synchronization error dynamics are converging to zero which
means that the states of master CNN are synchronized with the
states of slave CNN. Figure 3 presents the response of the states
of both the master CNN and slave CNN and it can be observed
that the states are completely synchronized with each other. Fig-
ure 4 presents the control effort exerted to achieve the target.
Figure 5 depicts the establishment of the sliding manifold and it
can be observed very clearly that the Hurwitz SS is very smooth
and there is no chattering in the steady state which validates the
claim. Figure 6 displays the convergence of AS error dynamics
to zero which infers that AS is achieved. Figure 7 shows the
anti-synchronization of master CNN and slave CNN. Similarly,
Fig. 8 represents the control effort exerted to achieve the desired
goal and Fig. 9 shows the establishment of the smooth sliding
surface. Figure 10 represents the convergence of synchroniza-
tion error dynamics to zero for Case II where the parameters

10
—_ ~Cl
&0 —
q)n— Y, _63
4
_10 L 2 L
0 5 10 15 20

Time(s)

Fig. 2. Convergence of synchronization error dynamics to zero

(@) (b)

10 - X
S\ —Y

5 10 15 20 0 5 10 15 20

0 5 10 15 20
Time(s)

Fig. 3. States in synchronization regime of Master CNN and Slave
CNN (Case I)
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Fig. 4. Control effort exerted to achieve state synchronization between
Master CNN and Slave CNN
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Fig. 5. Sliding Surface for synchronization in (Case I)
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0 5 10 15 20
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Fig. 6. Convergence of anti-synchronization error dynamic to zero
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Fig. 7. States in Anti-synchronization regime of Master CNN and
Slave CNN (Case I)
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are assumed to be uncertain. Figure 11 presents the response of (@) (b)
the states of both the master CNN and slave CNN and it can be
observed that the states are completely synchronized with each
other. Figure 12 shows the control effort exerted. Figure 13 de- e ol
picts the sliding surface designed to achieve synchronization
for Case II which involves chattering in the sliding phase. Fig- 100 p 0 15 0 p TR
ure 14 represents the convergence of anti-synchronization error Time(s) Tirme(s)
dynamics to zero for Case II where the parameters are assumed
to be uncertain. Figure 15 presents the response of the states of
both the master CNN and slave CNN and it can be observed that —x,
the states are anti-synchronization regime. Figure 16 shows the 010 -- Y,
control effort exerted. Figure 17 depicts the sliding surface de- *
signed to achieve synchronization for Case II. Figure 18 shows

the convergence of a, 8, ¥, 8. 0 5 0 15 20
Time(s)

Fig. 11. States in synchronization regime of Master CNN and Slave

CNN (Case II
(b) ( )
100
e U,
2 a b
50 @ (b)
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57200 0 —
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Fig. 8. Control effort exerted to achieve state Anti-synchronization 0 5 T_IO() 15 20
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Fig. 12. Control effort exerted to achieve state synchronization

between Master CNN and Slave CNN (Case 1)

=
100 1
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Fig. 9. Sliding surface for anti-synchronization in (Case I) Fig. 13. Sliding surface for synchronization in (Case II)
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Fig. 15. States in anti-synchronization regime of Master CNN and

Slave CNN (Case II)
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Fig. 18. Comparison of sliding manifolds designed by employing
SSTA and AISMC
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5. PERFORMANCE COMPARISON OF SSTA AND AISMC
Figure 19 shows the performance comparison of both the con-
trol techniques proposed in this manuscript. It can be seen that
the sliding manifold designed by employing the SSTA frame-
work presents decent steady-state characteristics. In the sliding
phase, the response is very smooth and there is no unwanted
phenomenon called chattering. Whereas the sliding manifold
designed using AISMC comprised of chattering in the sliding
phase. However, there is no chattering in the reaching phase be-
cause AISMC eliminated the reaching phase. This is a promi-
nent feature of AISMC which makes it a suitable choice for
non-linear applications where the parameters are uncertain and
external disturbances are present. Both the proposed techniques
performed excellently as for as the HS is concerned except for
the chattering involved in the sliding phase of AISMC.
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Fig. 19. Comparison of sliding manifolds designed by employing
SSTA and AISMC

6. CONCLUSIONS

In this paper parameter estimation and hybrid synchronization
of 3-cell cellular neural network are achieved. The methodol-
ogy is based on the SSTA which is a special flavor of SOSMC.
The chaotic behavior of the CNN is analyzed and the hybrid
synchronization is achieved by using the Master/Slave type
configuration of CNNs. A smooth sliding surface is established
which ensures smooth control and robustness to external distur-
bances. Moreover, AISMC based control framework also pre-
sented excellent performance characteristics in the presence of
bounded external disturbances and uncertain parameters. The
uncertain parameters are figured out adaptively and the stabil-
ity of the smooth sliding surfaces is validated by using the Lya-
punov stability theorem. The effectiveness of the proposed con-
trol algorithm has been presented through extensive mathemat-
ical expressions and MATLAB simulations. The simulation re-
sults are very attractive and provide the proof of trueness of the
proposed control techniques. The simulation results show the
achievement of hybrid synchronization of CNNs by the pro-
posed control laws, another key fact to remember is that the
uncertain parameters converge to their real values.
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