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THE NASGRO STRIP YIELD MODEL PREDICTIONS ON FATIGUE 
CRACK GROWTH FOR AIRCRAFT ALUMINIUM ALLOYS UNDER 

CONST ANT AMPLITUDE AND VARIABLE AMPLITUDE 
PROGRAMMED AND RANDOM LOADING 

The strip yield model from the N ASG RO computer software has been applied to 
predict fatigue crack growth in two different aircraft aluminium alloys under constant 
amplitude loading and programmed and random variable amplitude load histories. 
The computation options realized included either of the two different strip yield model 
implementations available in NASGRO and two types of the input material data 
description. The model performance has been evaluated based on comparisons 
between the predicted and observed results. It is concluded that altogether unsatisfac­ 
tory prediction quality stems from an inadequate constraint factor conception 
incorporated in the NASGRO models. 

1. Introduction 

For a successful implementation of the damage tolerance philosophy to 
the design and in-service operation of structures subjected to fatigue loading it 
is crucial to have reliable crack growth prediction tools. Elber's [1] discovery 
of plasticity-induced crack closure and subsequent recognizing its utility in 
explaining such fatigue crack growth characteristics as the load interaction 
phenomena occurring under variable amplitude (V A) loading or the stress 
ratio (R) and thickness effects, stimulated a generation of crack growth 
prediction models which incorporated plasticity-induced crack closure. 
Among such concepts extensively reviewed elsewhere [2], the 
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so-called strip yield (SY) model based on the Dugdale conception of crack tip
plasticity, but modified to allow forming a wedge of plastically deformed
material on the surfaces of an advancing crack, remains a particularly
versatile predictive tool convenient to use in the case of mode I fatigue crack
growth under arbitrary VA loading histories.

According to the crack closure concept, the crack opening stress (S0p) in
a current load cycle depends on the plastic deformations in the crack wake,
which result from the loads experienced previously. With the SY model, all
plastic deformation is confined within an infinitely thin strip located along the
crack line and embedded in perfectly elastic material. The strip stresses and
deformations are solved using numerical methods by considering com­
patibility conditions along the fictitious crack surface, Fig. 1. To this end, the
plastic strip is divided into a number of bar elements. The elements in the
plastic zone can carry both tensile and compressive stresses, whilst the broken
elements in the crack wake can only undergo compressive stresses referred to
as the contact stresses. The S0p level for a given load cycle is determined from
the contact stress distribution at the minimum load.
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Fig. I. Schematic illustration of the discretized plastic strip

A number of SY model implementations have been proposed, which
differ in various respects. Typically, strip material is assumed to be
rigid-perfectly plastic, e.g. [3], [4], or elastic-perfectly plastic, e.g. [5], but
attempts to account for strain hardening have also been reported, e.g. [6], [7].
The S0P value can be computed either from the condition of equilibrium
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between the stress intensity factor due to an applied stress increment 
(S0µ-Smin) and the (artificial) stress intensity factor due to the contact stresses, 
as first proposed by Newman [3], or alternatively from the so-called 
displacement method, also postulated by Newman [8], which defines Sop as 
a level at which the last element in contact opens. The SY model can be 
activated in every load cycle, e.g. [9], or it may be triggered by the occurrence 
of some specified events, e.g. [3], the latter option involving reduced 
computer run times at the expense of computation accuracy. Obviously, 
aspects of the strip discretization, like the element sizing, rules for the element 
merging and splitting, etc., otherwise known to considerably affect the 
computed S0p levels, can be very distinct for various SY model imple­ 
mentations. 

As it is well known, the original concept of Dugdale assumes plane stress 
conditions at the crack tip. In order to accommodate in the SY model a more 
general case of triaxial stress state, constraints on yielding the strip elements 
are imposed, as first proposed by Newman [3] and subsequently applied by 
others [4], [6], [7], [9], [10), [11), [12). An equally important role of the 
associated constraint factors is, however, calibrating the model for a given 
material. In this way, various processes, which can influence crack growth but 
cannot be treated in a rigorous way, are covered indirectly. Because, as 
demonstrated elsewhere [ 12), SY model results are dramatically affected by 
the assumed constraints on local yielding, the selection of an appropriate 
constraint concept is of key importance. 

A well known and most widely used SY model implementation is that 
included in the NASGRO software [13), currently commercially available. 
The user may choose between two different versions of the model, either one 
featuring a distinct constraint factor concept, and between several options of 
feeding the material data into the model. Reported by independent authors 
comparisons between observed crack growth and the NASGRO model 
predictions are confusing showing either a satisfactory, e.g. [ 14], or poor, e.g. 
[15], correlation between both type results. Typically, the authors confine 
themselves to applying only a single combination of the model type and the 
material data input option. Also, a limited scope of experimental results on 
crack growth considered in particular works does not enable to judge whether 
the model correctly predicts various empirical trends. For the above­ 
mentioned reasons, the literature evidence is not very conclusive regarding 
the NASGRO SY model performance. 

The goal of the present paper is to systematically evaluate the predictive 
capabilities of the NASGRO SY model. This is achieved through comparing 
the computed results obtained for a variety of analysis options available in the 
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NASGRO 3.0.21 software with the experimental data on crack growth 
generated for two different aluminium alloys under constant amplitude (CA) 
loading at several R-ratio values and under programmed and random V A load 
histories. 

2. SY models in the NASGRO software 

As said earlier, the NASGRO software contains two distinct implemen­ 
tations of the SY model termed in the NASGRO 3.0.21 manual [13] the 
constant constraint-loss (CCL) option and the variable constraint-loss (VCL) 
option. The CCL model developed by NASA and described in numerous 
publications by Newman (e.g. [3], [8], [16], [17]) employs a constraint factor 
on tensile yielding only, whilst constraint factors on compressive yielding are 
assumed to be unity both in the plastic zone and in the crack wake. The 
constraint factor value is the same for all elements in the tensile plastic zone 
and it is related to the fatigue crack growth rate (<laid.N) according to Fig. 2, 
where (dald.N) 1 and (dzz/d/v), correspond to the beginning and end respec­ 
tively of the transition from tensile mode crack growth to shear mode crack 
growth under CA loading. This concept sterns from Newman's assumption 
that under CA loading the transformation of the fracture surface morphology 
is a manifestation of changing stress conditions at the crack tip from plane 
strain to plane stress, and hence of changing constraint [17]. Another premise 
for relating the constraint factor to da/d.N have been experimental results 
indicating that for a given material under CA loading conditions the 
transformation is completed at approximately the same crack growth rate, 
irrespective of the R-ratio value [18]. In terms of the crack closure concept, 
such observations imply that the transition behaviour is controlled by the 
effective stress intensity factor range (/',,.Keff) defined as the difference 
between the maximum (Kmax) and the crack opening level (K0r) of the stress 
intensity factor in a fatigue cycle. With the CCL model, the constraint factor 
on tensile yielding varies linearly from its plane strain value ( a 1) correspon­ 
ding to fully tensile crack growth to the plane stress value ( a 2) associated with 
fully shear crack growth, Fig. 2. The a2 value is assumed to be 1.2 for all 
metals, whilst a 1 must be chosen by the user. The transition region spans 1.5 
decades of da/d.N and its central point (da/d.N)trans is defined as a rate at which 
the cyclic plastic zone (computed from /',,.Kerr) reaches a percentage of the 
specimen thickness. 
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Fig. 2. Variations of the constraint factor on tensile yielding assumed in the CCL model 

With the VCL model developed by National Aerospace Laboratory in the 
Netherlands [10], the constraint factor within the tensile plastic zone is 
assumed to decay from an a tip value at the crack tip to a plane stress value of 
1. 15 at the plastic zone boundary, as shown in Fig. 3, where rP is the tensile 
plastic zone size. The atip value is chosen by the program depending on the 
ratio of the plane stress plastic zone size to the specimen thickness (Dit). 
a tip is set to its plane strain value of 2.35 for Dlt « O. I and to its plane stress 
value of 1.15 if Dit> 1.5. Intermediate atip values are determined through 
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a piece-wise linear interpolation. Slightly different rules are used for the
constraint factor distribution within the tensile primary and secondary plastic
zone 1

• The values of constraint factors in the compressive plastic zone (ac) 
and in the crack wake (aw) are given by a tip/ anew and 1/anew respectively,
where anew is a material parameter declared by the user. As shown in Fig. 3,
both constraint factors on compressive yielding are spatially constant. The
available literature sources, e.g. [3], [10], suggest that the VCL model is
numerically more complicated than the CCL model. The dependence of the
constraint factor on the strip element position in the tensile plastic zone
assumed in the VCL model requires iteration procedure to determine the
primary plastic zone size. The influence function for an element due to the
crack surface load acting on the same element is computed by numerical
integration of the Westergaard solution because a distributed load over the
element is assumed in that case. With the CCL model, all influence functions
corresponding to the crack surface load can be solved analytically because
a point force acting in the centre of an element is always assumed. Compared
to the CCL model, the element sizes in the VCL model are smaller, which
yields solving a larger number of compatibility equations at each load step.

Constraint
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compressive
a 

Crack
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r 

Fig. 3. Constraint factors in tension and compression assumed in the VCL model

1 The tensile plastic zone developed in material that has not been plastically deformed before
is termed primary. Otherwise it is termed secondary.
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To run the SY model computations the material crack growth data must be 
defined in the input part of the program. The crack growth description can be 
available in the form of equations or in a discrete form as the the da/dN 
vs. /').Keffdata. In either case, the material parameters may come from the user 
data base or from the NASGRO data base (NASMAT). 

According to the NASGRO manual [13], the curve-fitting option utilizes 
the so-called NASGRO equation and the NLR equation, the latter employing 
the incremental crack growth concept [19]. However, only the NASGRO 
equation is considered below because with the NASGRO 3.0.21 software 
applied in the present study the NLR equation cannot be used for a new 
material, and because this equation parameters are not available for 
2024 T3. 

The NASGRO equation reads: 

Il ( I - /')_Kth)p 
da = C [ ( 1 - !) /')_ Kl /'). K 
dN I - R ( I Ki:' r (1) 

where f = /').Kerrf /').K represents the crack closure contribution, C, n, p and q 
are experimentally derived material parameters, /').Km is the threshold stress 
intensity factor range (a function of R) and Kc is the critical stress intensity 
factor. 

For CA loading the !-function can be expressed according to Newman 
as [ 16] 

f = {max(R, Ao + A1R + A2R2 + A3R3
) 

Ao + A1R 

with the coefficients given by 

R ~ O 
-2 :::; R < O 

A o = (0.825 - 0.34a + 0.05 a') [ cos (? · 5;;;· )J' 
A1 = (0.415 - 0.07la)· Smax 

CJ o 

(2a) 

(2b) 

(2c) 

(2d) 
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(2e) 

where the fitting parameters Smaxla0 and a should be chosen by the 
user. 

For a material not included in the NASGRO data base, a matgui program 
available in the NASGRO software, which utilizes eqs (2a-e) can be used to 
curve fit to eq. (1) the user-declared da/dN vs. !iK data obtained from tests 
under CA loading, preferably at several R-ratios. The user should also enter 
the aforementioned Smaxla0 and a parameters. The critical stress intensity 
factor Kc in Eq.(1) corresponding to the specific thickness can be declared by 
the user. Alternatively, the user may specify the fracture toughness value 
(Kic), thus enabling the matgui program to determine Kc from an empirical 
equation produced in the Manual [13]. !iKth in Eq.(1) is determined by matgui 
as a function of R and material parameters !iK0, cth+ and cth- using an 
empirical relationship given in [13]. !iK0, cth+ and cth- can be directly entered 
by the user or automatically chosen by the program from user declared data on 
the threshold stress intensity range at several R-ratios. It is assumed that if 
R > R«; where Rc1 is the so-called cutoff stress ratio defined by the user, the 
!iKth value is constant, i.e. independent of R. The pand q exponents, which 
control the "knees" of the crack propagation curve in the lower and upper 
region respectively must be chosen by trial and error to fit the corresponding 
da/dN vs. !iK data. The C and n constants can be chosen either in the same 
way or automatically by the matgui program. 

The a parameter represents the a, value for the CCL model and the a new

value when the VCL model is used. Thus, a serves to scale the constraint 
factors values for either model and, as such, it has a profound effect on the 
computation results. It is suggested in the NASGRO manual [13] that 
irrespective of how the material crack growth data are described, i.e. using the 
NASGRO equation or in a discrete form, a number of SY model predictions 
on crack growth should be run for CA loading in order to fix the a value which 
produces the best fit to the observed results. This implies that if the N ASG RO 
equation is used, the curve-fitting procedure according to the matgui program 
enables to choose a preliminary a value only. To apply the SY model, the 
monotonic material properties (yield stress SY and ultimate strength Su) must 
be specified in addition to the material data entered earlier. 

When the N ASG RO equation is used, the constraint factor incorporated in 
the CCL model is assigned a constant value of a 1• Executing the CCL model 
with the constraint factor varying according to Fig. 2 is only possible when the 
crack growth rates are described in a discrete form as the da/dN vs. !iK effdata 
(the so-called 1-D table). 
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In NASGRO, a load time history is in the form of discrete sequence of the 
load nun ima and max.ima and can be entered from keyboard or from a file. It is 
defined as a schedule of blocks, where each block may contain a number of 
steps. A load step consists of one or more CA cycles. The SY model can be run 
in two computation speed modes. The "fast" mode is suitable when it is 
known that the crack opening stress will stabilize at some point in the load 
history. The model is used only until that stable Sop level is attained. With the 
"full" mode, the model is used to compute Sop throughout the entire load 
history. However, because the SY model solution is very time consuming, 
even in the case of the "full" mode provisions are made in the software to 
avoid triggering the Sop calculations cycle-by-cycle. Sop is always determined 
for the first cycle of any load step and it is computed at least five times if the 
step contains more than 5 cycles. For CA loading, it implies that increasing 
the number of cycles in a load step yields less frequent Sop calculations and, 
hence, a declined accuracy of the predictions. For V A spectra it is possible to 
consider only most significant cycles for the SY model solution. The 
difference in the applied stress ~S max from one "significant" maximum 
(minimum) load to the next required to trigger the S0p calculations and the 
maximum number of cycles ~N max that can be spent in a crack growth 
increment between the calculations are declared by the user. 

3. Experimental program 

The sheet materials used are two aluminium alloys, namely the Russian 
alloy D16CzATWH with a nominal thickness of 4 mm delivered in the 
clad condition, the thickness of the cladding layers being approximately 
of 0.1 mm, and the 2 mrn thick bare 2024-T3 material. The measured 
mechanical properties of both metals are SY= 335 and 394 MPa, Su= 457 and 
502 MPa, elongation 22 and 19% for D16 and 2024-T3 respectively. As 
specified elsewhere [20], the chemical composition of both materials are alike 
except that the Russian alloy shows a lower content of Fe and Si, thus 
appearing a higher purity metal. Consequently, the crack growth behaviour of 
D16 is in good agreement with that noted for 2024-T3 under similar loading 
conditions [20]. 

The fatigue crack growth tests were carried out on middle cracked tension 
specimens with a central starter notch provided as a narrow saw cut. The 
specimen width was 100 mm for both D16 and 2024-TJ. The loading 
conditions for all tests are specified in Table 1. The V A Type I-III tests with 
periodic overloads and underloads are considered to be simplified service­ 
simulating tests representing stresses on the wing structure due to bending. 



370 MALGORZATA SKORUPA, TOMASZ MACHNIEWICZ, ANDRZEJ SKORUPA 

Table I. 
Loading conditions in the crack growth tests (stress levels in MPa) 

Material Type of loading 
Baseline cycles 

Sol Sul sm;JX 
Smin Sm.ax I'S R 111 

(miniFALSTAFF) 

-26.7 53.3 80 - 0.5 
o 64 64 o 

:c CA o 140 140 - - - - 
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1mm 
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40 80 0.33 - - - - - 120 o o 

120 - - - - -40 160 - 0.33 - - - - 80 200 - 0.67 - - - 
40 120 0.25 - - - 

CA 
~ 

160 
160 o - - - - 200 - 0.25 -40 - - - - 80 240 - 0.5 - - - 

40 160 0.2 - - - - 
~ 200 o - - - - - 200 240 - 0.2 "' -40 - - - - - '7 - 80 280 -04 - - 

"' N - o o 5 N 
-80 Type 1 40 120 80 0.33 

100 - o - 
- -80 - 

160 o - 

5 
160 -80 - VA 
200 o 

Type li 40 120 80 0.33 
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160 o - 
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160 -80 - 
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200 -80 
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Smax-- -----mrWflf MN--~--~-°-l--ii;1-----~---~~~~-,----:~111I 
Smin- -------- -----fu___ r----f~L- --- ----~~~1 

Sul-,;_------- ------.,;------- --- -------- 
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Here, the larger cycle should simulate the so-called air-ground-air transition, 
whilst the smaller CA cycles should represent the loads due to air turbulence. 
For the D 16 material, tests under a more realistic service-simulating loading, 
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namely the miniFALST AFF sequence, were also executed. As specified 
in Table 1, three levels of the maximum stress (Sma,), which characterizes 
the spectrum severity, have been considered in the latter experiments. The 
fatigue crack growth responses observed in the tests listed in Table l are 
presented and discussed in detail in refs [20] and [21] for D16 and 2024-T3, 
respectively. These works revealed that retarded crack growth always 
occurred for the load histories of Type II and III and for miniFALSTAFF, 
as indicated by the conservative non-interaction, i.e. based on the CA test 
data, predictions on crack growth rates. The most significant load inter­ 
action effects were exhibited under the miniFALSTAFF history, for which 
the predicted rates exceeded about three times the measured values. 
Perhaps a most surprising observation for D 16 was that the crack growth life 
under the Type III sequence was about 27% longer than under the Type II 
sequence. Consistent with the plasticity-induced crack closure based inter­ 
pretation, the reported literature data indicate that a single underload­ 
overload excursion typically yields a larger retardation effect during the 
subsequent smaller amplitude cycles than an overload-underload sequen­ 
ce [22]. The present results demonstrate that, if the larger cycles are applied 
periodically, an opposite behaviour may occur for a certain combination 
of the loading parameters and material. The experimental trends revealed 
in the V A tests on 2024-T3 are discussed in more detail in section 5. 
Altogether, the present V A test results imply a complex nature of the load 
interaction phenomena which is a challenge for crack growth prediction 
models. 

4. Prediction results for the D16 alloy 

Only the user experimental results are the source of the material data for 
Dl6, because this material is not included in the NASMAT data base. The 
predictions have been made for the CCL model and the VCL model, in either 
case considering the material data input through the NASGRO equation and 
in the form of the discrete da/dN vs. 11Keff data. 

All computations have been run in the "full" mode. With the CA loading, 
the simulation results indicate an insignificant effect of the number of cycles 
set for one load step. For example, in the case of the R = 0.33 test, a 3 per cent 
difference was found in the fatigue lives estimated for 10 and 1000 cycles per 
load step. For the programmed V A loading, 1 O cycles per step have been set in 
all analyses. With the miniFALSTAFF sequence, 11Smax = 3 MPa and 
11N max = 20 cycles have been taken, which for this type load history actually 
implies the cycle-by-cycle Sop computations. 
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4.1. Curve fitting the crack growth data using the NASGRO equation 

Because the crack growth data within the near-threshold region have
not been generated in the fatigue tests, the required material constants
1::,,K0= 3.2 Ml'avm, C/= 1.5, c11-=0.l,Rc1 = 0.7 andp=0.5 have been set, as
specified in the NASGRO manual for Al 2024-T3 clad material. Based on the
present fatigue tests on D 16, Kc =51 MPa✓ m has been let for the considered
thickness of 4 mrn. The values of the other material constants, namely
C = 0.58 · 10-10 (da/dN in mm/cycle, !::,,K in MPa✓mrn), n = 2.57,
S maxia O = 0.3 and q = 0.4 have been chosen by guesses to get and
adequate curve fitting for the experimental crack growth data. It has been
noted that an automatic selection of the C and n constants using the matgui 
program does not enable a satisfactory approximation of the test data by the
curves.

Though in NASGRO aluminium alloys are assigned the a value of 1.9 or
2.0 [13], [23], a satisfactory curve fit of the experimental data could not be
obtained for the a parameter below 2.2. However, even with such a high
a value, both the CCL model and VCL model have been found to exaggerate
the effect ofR under CA loading. It has been further noted that correlating the
R-ratio effect for all tests performed is never achieved if still higher a 
values are used. Eventually, the a value of 2.85, which for both models
provides correct simulation results for the R = 0.33 test has been fixed in the
analyses performed for VA loading, simply because the baseline cycles in the
Type I - III tests (compare Table 1) have been applied at this stress ratio.
Increasing the a value from 2.2 to 2.85 did not affect noticeably the
correlation between the experimental da/dN vs. !::,,K data and the correspon­
ding curve fit derived from the matgui program. Fig. 4 shows the crack growth
test results plotted together with the approximating curves. Presented in Fig.
5a and b are the ratios of predicted to observed fatigue crack growth life
(NNASGRo/NEXP) for the CCL model and VCL model, respectively. Compared
to the CCL model, the VCL model correlates slightly better the test results. As
seen in this figure, for both models more safe, i.e. closer to unity life ratios are
obtained with a= 2.85 than for a= 2.2. It must be emphasised, however, that
neither of the above a values enables reproducing the retardation behaviour
following a single overload, as exemplified in Fig. 6 by the CCL model
results.
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Fig. 5. Predicted-to-observed crack growth life ratios for the CA tests on D16: (a) CCL model;
(b) VCL model. The predictions are based on the NASGRO crack growth equation
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Fig. 7. Comparisons between the observed and predicted crack growth curves for the simplified
service-simulating tests on D 16: (a) CCL model; (b) VCL model. The predictions are based

on the NASGRO crack growth equation

In Fig. 7, observed and predicted crack growth curves for the simplified
service-simulating tests are compared. It is seen that both models correctly
reproduce the effect of underloads for the Type I sequence. The CCL model
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erroneously predicts that the load histories of Type II and Type III are more 
detrimental than Type I. Unlike the CCL model, the VCL model yields 
correct results also for Type II loading. Neither model accounts, however, for 
the beneficial effect of the Type III load sequence compared to Type II. 
Though some experimental trends are not correctly mirrored by the 
predictions, the quantitative agreement between the computed and observed 
total crack growth lives appears, according to commonly applied criteria for 
the evaluation of predicted results, still satisfactory as the N NASGRol N EXP 
ratios range from 0.67 to 1.0. Again, the VCL model results are more accurate 
than those from the CCL model. 

The life ratios for the miniFALSTAFF sequence are produced in Fig. 8. 
The same value of the N NASGRol N EXP ratio for all S max levels would indicate 
a correctly reflected S max impact on the fatigue life. In this respect, the VCL 
model performance is slightly better and its predictions exhibit a smaller 
amount of conservatism compared to those from the CCL model. 
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Fig. 8. Predicted-to-observed crack growth life ratios for D16 under the miniFALSTAFF load sequence. 
The predictions are based on the NASGRO crack growth equation 

4.2. The crack growth data in the discrete form (1-D table) 

In order to create the input material data in the discrete form, the da/dN 
vs. t,.K results from all CA tests have been converted into the da/dN vs. t,.Kerr 
data. With this purpose, an equation by Schijve [24] 

t,.Keff 2 V = t,.K = 0.55 + 0.33R + 0.12R (3) 

has been applied first. The resulting da/dN vs. t,.Kerr data are plotted 
in Fig. 9 together with the corresponding trend line obtained using the cubic 
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smoothing spline technique, In Fig, 9, the data-points in the low crack growth 
rate region which, as mentioned before, are lacking from the test on D16, have 
been imported from the 1-D table for Al 2024-T3 available in the NASMAT 
data base, Thus, the 1-D table used in the analyses below combines the 
discrete data from the aforementioned trend line for D16 (open stars in Fig, 9) 
and from the NASMAT data for 2024-T3 (closed stars in Fig. 9), 
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Fig. 9. The discrete daldN vs. ~K,rr data points (1-D table) for D 16 based on the U value according to eq. 
(3) (see text) 
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For R = 0.75 eq. (3) yields U of 0.865. However, neither the CCL model 
nor the VCL model are capable of predicting such a high amount of crack 
closure at this stress ratio even for a = I, as illustrated in Fig. 10. It is, 
therefore, not surprising that if the da/dN vs. /':,.Kerr data based on eq. (3) are 
employed, a very poor correlation of the R-ratio effect under CA loading is 
noted for either model irrespective of the a value. 

It has been further found that the U-estimates according to eq. (2) agree 
with those from eq. (3) for Smaxf cr0 of 0.37 and a= 1. For Smaxlcr0 = 0.3 
suggested in the Manual [13] and higher values of a eq. (2) always yields the 
U estimates exceeding those from eq. (3), as exemplified in Fig. 11 for 
a= 2.0. Also plotted in this figure are average results on U computed for all 
CA tests using the SY models incorporating the latter a value. It is seen that 
both models yield U estimates very close to those according to eq. (2). 
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U vs. R plots according to eqs. (2) and (3) with S,m,la0 = 0.3 and a= 2.0 
and SY models results (see text) 

Viewing the results shown in Figs 10 and 11, the next approach was to 
incorporate in the 1-D table the test results for Dl6 processed using eq. (2) 
with a= 2.0 and S maxi ero= 0.3 rather than using eq. (3), the NASMAT data for 
2024-T3 within the low da/dN regime remaining the same as in Fig. 9. 
Through entering guesses for the a values and running the SY model 
computations for the CA tests, a best overall fit to the experimental data has 
been achieved with a= 2.85 for the CCL model and a= 2.0 for the VCL 
model. The corresponding N NASGRo/N EXP ratios are provided in Fig. 12. For 
both models, the correlation of the R-ratio effect is better than in Fig. 5. 
Compared to the CCL model, the VCL model incorporates a more realistic 
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a value and it yields slightly more accurate results evidenced by the
N NASGRo/N EXP ratios close to unity. For that reason, only the VCL model is
further applied in the analyses for VA loading.
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Fig. 12. Predicted-to-observed crack growth life ratios for the CA tests on D 16. The predictions are based
on the 1-D table & eq. (2)
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The computation for the single overload test indicates that for neither 
model the overload application is minored by the predicted a vs. N curve, 
which remains smooth at this point. It is seen in Fig. 13, where the computed 
and observed a vs. N curves for the simplified flight simulation tests are 
produced that, compared to the results shown in Fig. 7b, the VCL model does 
account for the different amounts of the load interaction effects under the 
sequences of Type II and Type III, but the predictions for Type III loading still 
remain more conservative than those for Type II. Surprisingly enough, the 
predictions for rniniFALSTAFF resulting from the discrete input data and 
shown in Fig. 14 are much worse than those based on the NASGRO equation 
(compare Fig. 8). The latter results imply that an analysis option which 
enables a superior reproducing by the model the R-ratio effect in CA tests 
does not necessarily lead to an improved prediction quality for V A loading. 
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Fig. 14. Ratios of the predicted using the YCL model to observed crack growth lives 
for D16 under the miniFALSTAFF load sequence. The predictions are based on the 1-D table & eq. (2) 

5. Prediction results for the 2024-T3 alloy 

With 2024-T3, the primary intention of the authors has been to evaluate 
the NASGRO SY model performance when the material data are imported 
from the NASGRO data base (NASMAT). Because the NASGRO 3.0.21 data 
base contains the NASGRO equation parameters for 2024-T3 clad material 
only, the parameters for the bare material available in the demo version of 
NASGRO 4.02 have been entered manually. In all computations a= 2.0 and 
Sma,la0 = 0.3 assigned to 2024-T3 in NASMAT have been used. For the CA 
loading case, all four combinations of the model and the material data input 
type, namely CCL model & eq. (1), CCL model & 1-D table, VCL model 
& eq.(l) and VCL model & 1-D table have been considered. The 
corresponding predicted-to-observed life ratios are depicted in Fig. 15. It is 
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seen that no analysis option enables a satisfactory correlation of the R-ratio
influence. All predictions are conservative, these from the VCL model being
more so than from the CCL model. For the R = O tests, the predictions from all
four options become more conservative with increasing the Smax level.
Altogether, the best, i.e. the least conservative predictions are derived for the
CCL model & 1-D table combination whilst the VCL model & 1-D table
yields the worst, that is the most conservative results.
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Fig. 15. Predicted-to-observed crack growth life ratios for the CA tests on 2024-T3
for various combinations of the model and material data input type

The reason for the very poor prediction results for the CA tests can be
understood by comparing the actual material data observed in the fatigue tests
with those according to the NASGRO data base. Fig. 16 depicts the
experimental da/dN vs. t,,,,K results for several R-ratios and the corresponding
curves according to eq. (1) incorporating the material constants from the
NASMAT files. The latter have been plotted using the matgui program. It is
clear from Fig. 16 that the overly conservative predictions derived from either
model if coupled with eq. (1) stem from systematic overestimating by the
NASGRO equation the crack growth rates in the Paris regime. Similarly,
Fig. 17 shows that all NASMAT 1-D table data-points 2024-T3 fall above the
da/dN vs. t,,,,Kerr test data. The latter have been derived through processing
the observed da/dN vs. t,,,,K data using eq. (2) with the same values of a and
SmaxlCJ0 as for the predictions presented in Fig. 15. Recalling from Fig. 11 that
closure levels predicted by both SY models for a =2.0 fall close to those
computed from eq. (2) incorporating the same a value, it is obvious from
Fig. 17 that conservative predictions must result if the model is fed with the
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crack growth law according to the NASMAT 1-D table data. It noteworthy in 
Fig. 11 that the CCL model estimates on U fall below the values computed 
from eq. (2), whilst the U values according to the VCL model are higher than 
the levels given by eq. (2). Fig. 15 demonstrates that in line with the above, the 
1-D table based predictions from the VCL model show by far more 
conservatism than the CCL model results. 
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Eq. (3) has been found to enable a superior to eq. (2) consolidation of the
daldN vs. !1Keff results for 2024-T3. Fig. 17 indicates that the trend line
obtained using the spline technique for the da/dN vs. !1Keff data correspon­
ding to eq. (3) turns out to match quite well the NASMAT 1-D table data.
As said in section 4.2, the U-estimates from eq. (2) tend to those according to
eq. (3) when a is decreased. Viewing the above and considering that for
a given value of the a-parameter the NASGRO SY model results on closure
levels are close to those given by eq. (2), compare Fig. 11, the next analysis
step has been to evaluate the performance of the CCL model coupled with the
1-D table (the "best" computation option from Fig. 15) for a= 1.2, at the
same time the lowest possible constraint factor value. From Fig. 2 it is clear
that in that case the constraint factor will remain constant throughout the
simulations.
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Fig. 18a gives the computed-to-observed life ratios resulting from the 
CCL model & 1-D table option with a of 1.2 for the CA tests. As expected, all 
NNASGRolNEXP values are now higher, i.e. closer to the unity than for 
a= 2 ( compare Fig. 15). It is seen that, regardless of the stress ratio, the worst 
results correspond to the highest S max stress value of 200 MPa whilst the best 
predictions are obtained for S max = 120 MPa. The reason why for the 
S max = 200 MPa tests the largest discrepancies between the observed and 
computed data have always occurred in the initial part of each experiment, as 
exemplified in Fig. 18b, remains unclear because the LEFM conditions are 
satisfied throughout the prevailing part of the tests. 

The predictions for the V A loading tests on 2024-T3 mainly served the 
purpose of recognizing whether the model could correctly describe the 
observed experimental trends due to the change of the test variables. As 
evident in Table 1, for both type V A load histories the variable test parameters 
were the underload level SUL and the number of cycles in the loading block m. 
In addition, for Type II loading the effect of the overload level S ot, was 
studied. 
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Fig. 19. Ratios of the predicted using the CCL model to observed crack growth lives 
for all VA tests on 2024-T3 (stress levels in MPa). The predictions are based on the 1-D table, a= 1.2 

Fig. 19 shows the simulation results for all V A tests in terms of the ratios 
of the predicted-to-observed total crack growth life, whilst the absolute 
predicted and observed lives are provided in Fig. 20. As seen in Fig. 20, the 
model predicts against the experimental results that for the longer loading 
block (m = 100) the more compressive underload SuL = -80 MPa, Test 4, 
yields a shorter crack growth fatigue life compared to that for SuL = O, Test 2. 
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It is noteworthy that the latter experimental trend remains in disagreement 
with the concepts of plasticity-induced crack closure and residual stresses 
ahead of the crack tip, since both mechanisms imply that a more severe 
underload should induce more detrimental load interaction effects, i.e. faster 
crack growth during the subsequent smaller amplitude cycles than a less 
severe underload [22]. Because with the SY model the load interaction 
phenomena are attributed to plasticity-induced crack closure and the 
computed crack opening stress is influenced by the residual stresses, the 
erroneous prediction on the SUL effect in Tests 2 and 4 is not surprising. 

The detailed analysis of the predictions, Fig. 20, reveals that except the 
latter case, all other experimental trends, which otherwise can be rationalized 
in terms of crack closure, are correctly mirrored by the computed results. 
Regarding the effect of the S tn, level, the model adequately predicts that crack 
growth under a load sequence with SuL =-80 MPa is always faster than under 
S in. of zero if all other loading parameters remain unchanged. Thus, the 
fatigue life for Test 1 is shorter than for Test 3, Fig. 20. Similarly, the 
computed fatigue lives for Tests 9, 10, 11 and 12 exceed those for Tests 5, 6, 
7 and 8, respectively, in accordance with the observations. 
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Fig. 20. Comparisons between the crack growth lives observed in all VA tests on 2024-T3 
and the predictions from the CCL model & l -D table option, a= 1.2 (stress levels in MPa) 

Fig. 20 further reveals that the model adequately predicts the character of 
the load interaction effects for the sequences of Type II containing the 
overload cycles compared to the respective Type I sequences. For load 
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histories with overloads applied periodically among smaller amplitude 
baseline cycles, reapplication of an overload reactivates mechanisms which 
lead to crack growth retardation, but at the same time the overload may 
interrupt the retardation process due to the preceding overload. Also, a major 
part of the crack advance occurs during the overload cycles [22]. As seen in 
Fig. 20, in the case of Type II loading with m = 5, the detrimental load 
interaction effects overweigh the beneficial ones, because the overload 
spacing is insufficient to enable development of crack growth retardation 
during the baseline cycles. In agreement with the experimental observations 
the computed lives for Type I No. 1 and 3 load histories are slightly longer 
than under Type II No. 5 and 9 loading respectively, Fig. 20. Similarly, the 
results in Fig. 20 indicate that the model correctly predicts that Type II 
No. 7 and 11 sequences yield faster crack growth than Type I No. 1 and 
3 sequences, respectively. The experimental observations revealed that for 
the load blocks with m = 100 the beneficial effects of the overload cycles 
prevailed, as evidenced in Fig. 20 by the crack growth lives significantly 
longer in Type II No. 6 and No. 8 tests compared to Type I No. 2 test and by 
the lives under Type II No. 10 and No. 12 load sequence exceeding the life for 
Type I No. 4 loading. All these trends are reproduced by the simulated results. 

For Type II loading, the predicted trends associated with the effect of the 
SoL level are again in accordance with the experimental observations. Thus, 
form= 5 the larger overloads (SoL = 200 MPa) appear more detrimental than 
the smaller overloads (SoL = 160 MPa), as indicated in Fig. 20 by the shorter 
predicted life for Test 7 compared to Test 5 and for Test 11 compared to Test 
9. From Fig. 20, the reversed trend revealed in the experiments with the less 
frequently applied overloads (m = 100) and SUL = O is also followed by the 
predictions. Specifically, the predicted life for Test 8 is longer than for 
Test 6 whilst in the case of SUL= -80 MPa, Test 10 and 12, the predicted lives 
are almost the same, again in agreement with the observed results. 

It should not be overlooked that also the effect of the loading block length 
m is described in the qualitative agreement with the tests results, which 
implies that the predicted life for a short block (m = 5) is always considerably 
shorter than the life for a long block (m = l 00) if the stress levels are the same 
for both blocks, Fig. 20. 

For more than one reason, the quantitative correlation between the 
predictions and the test results specified by the life ratios in Fig. 19 cannot be 
considered satisfactory. In several cases the NNASGRol Nexv values drop below 
0.5 which, according to commonly accepted criteria, implies overly conser­ 
vative predictions. Further, the data produced in Fig. 19 indicate that the 
model always yields less accurate, i.e. more conservative, results for a loading 
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block of m = 100 compared to its shorter counterpart (m = 5), the predictions
for No. 1 and No. 2 tests being the only exception. Obviously, the worse
model performance for the longer blocks can be attributed to an inadequate
allowance for the load interaction effects which have been considerably more
significant in the case of the longer spacing between the larger cycles.
Specifically, the most inadequate predictions (NNASGRo/NEXP < 0.5) corres­
pond to No. 6, 8, 10, 12 tests with the rarely applied overloads. At the same
time, systematic underestimating by the model the beneficial influence of the
overloads in the m = 100 load histories becomes also evident from
comparisons of the life ratios for Type I tests with the values for appropriate
Type II tests. Thus, the values of the life ratio corresponding to Type II Test
6 and Test 8 are twice lower than for Type I Test 2. Similarly, the ratios for
Type II No. 10 and 12 tests are half the value corresponding to Type I No.
4 test.

6. Discussion 

While evaluating the NASGRO SY model prediction capabilities, it
cannot be overlooked that altogether significantly better results both for the
load histories of Type I and II from the Misawa and Schijve experiments [21]
and for the miniFALSTAFF sequence have been obtained by Padmadinata
using the CORPUS model for crack growth predictions [25]. Specifically, the
predicted-to-test crack growth life ratios for Type I and II loading reported in
the latter study range from 0.81 to 1.27, and in the case of miniFALSTAFF
they amount to 0.88 and 0.9 for two different characteristic stress levels.
The CORPUS model belongs to the category of crack closure-based
semi-empirical prediction concepts, which compared to the SY model are by
far less sophisticated and, hence, involve much shorter computation time.

Perhaps the most important finding of the present study is that no
computation option enabled to describe retarded crack growth after a single
overload cycle in the test on Dl6. Consequently, the NASGRO SY model
produced overly conservative results for load sequences with periodically
applied overloads, namely Type II and Type III histories. As seen in Figs. 19
and 20, the amount of conservatism (evidenced by the predicted-to-test crack
growth life ratios falling even below 0.3) increased with the overload level
(SoL) and the overload spacing (m), thus indicating that the model sys­
tematically underestimated the beneficial effects of the overloads. The above
observations definitely question the utility of the NASGRO model for spectra
steep in the low frequency range, when retardation can take long periods of
smaller amplitude cycles between rarely occurring high loads.
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The model calibration for a new material is far from being straightforward. 
A satisfactory curve fitting the CA crack growth data using the NASGRO 
equation can be obtained for a range of the ex-parameter values (e.g. from 2.2 
to 2.85 for Dl6) and, hence, it does not guarantee satisfactory prediction 
results from the SY models. For either of the two NASGRO SY models, the 
"best" value of the ex-parameter must be chosen by guesses to achieve most 
satisfactory crack growth predictions for CA loading at various R-ratio 
values. A highly disadvantageous feature of the model behaviour revealed in 
the present analyses is that improving the predictions for CA loading, which 
in general are unconservative and tend to exaggerate the R-ratio effect, would 
require using still higher values of the fitting parameter (a), whilst on the 
contrary, lower ex values would be needed to the get less conservative 
predictions on VA crack growth and, specifically, to better reproduce the 
overload-induced retardation. It is, therefore, evident that improving the 
prediction quality for aluminium alloys requires a fundamental modification 
of the constraint factor conception currently incorporated in the N ASG RO SY 
models. 

From Figs 4 and 16, it is obvious that the NASGRO equation is an 
inadequate description of the da/dN vs. !:!.K data for both considered alloys, 
because the straight line approximation of these data within the Paris regime 
involved in Eą. (1) is not suitable for materials which, like aluminium alloys, 
exhibit shear lips. The poor description of the input crack growth data using 
the NASGRO equation is considered to be the main reason of the inferior 
predictions on the R-ratio effect under CA loading derived from either model, 
if coupled with Eą. (1), compared to the predictions based on the discrete 
da/dN vs. f:!.Keff input data. 

Also in the case of the programmed V A loading histories, the predictions 
based on the discrete da/dN vs. f:!.Keff input data are superior to those 
associated with the NASGRO equation, see Fig. 5 against Fig. 13. 
Specifically, in Fig. 13 the experimental trends due to the presence or absence 
of the overloads and due to the larger cycles' sequence are more correctly 
mirrored. Consequently, a closer quantitative agreement between the com­ 
puted and observed crack growth lives is achieved for the material input data 
in the discrete form. Unlike in the case of the programmed V A loading, the 
predictions for the miniFALSTAFF random load sequence based on the input 
data in the discrete form appear less accurate, i.e. more conservative, than 
those utilizing the NASGRO equation, as proved by comparing Figs 8 and 14. 
This finding seems to call to question the utility of the model calibration 
procedure recommended in the NASGRO manual as it indicates that an 
analysis option which enables a superior reproducing by the model the 
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R-ratio effect for CA loading may yield an inferior prediction quality for VA
loading.

Of importance to the NASGRO software potential users may be the
results shown in Fig. 15, which reveal a failure of the predictions based on the
material data picked out automatically from the NASGRO data base. It is
obvious, then, that the material parameters from this base should be used with
care in that the adequacy of these data must be verified for a specific material
through, at least, limited comparisons with the actual test results.

7. Concluding remarks 

Predictions of fatigue crack growth under constant amplitude (CA) and
variable amplitude (VA) programmed and random loading have been carried
out for two aircraft aluminium alloys, namely D16 and 2024-T3 using the
strip yield (SY) model available in the NASGRO computer software.
Utilizing two different SY models incorporated in NASGRO [constant
constraint-loss (CCL) and variable constraint-loss (VCL) model] and two
types of the crack growth data description [(NASGRO equation (1) and
discrete da/dN vs. llKeff data)] enabled altogether four different analysis
options. The model performance has been assessed not only through
examining the quantitative agreement between the predictions and the
fatigue tests results but also by checking if empirical trends due to the
change of various loading variables are correctly reproduced in the
predictions. The study led to the following more important detailed
conclusions:
1. No analysis option enabled to reproduce crack growth retardation

observed after application of a single overload cycle. It can be anticipated
that the NASGRO SY model will produce unrealistically conservative
predictions for load spectra causing large retardation effects.

2. Improving the predictions for CA loading would require using still higher
values of the fitting parameter (a), whilst lower a values would be needed
to the get less conservative results on VA crack growth. Because a scales
the constraint factors incorporated in the models, it is evident that
a fundamental modification of the constraint factor conception would be
necessary to better the model performance.

3. Though all trends observed in the present experiments are correctly
reflected in the predictions, the quantitative correlation between the
computed and test results for the VA loading sequences is unsatisfactory
and generally worse than that reported in the literature for a more simple
semi-empirical crack closure model for crack growth predictions.
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4. A satisfactory curve fitting the input crack growth data using the 
NASGRO equation can be obtained for a range of a values and, hence, it 
does not guarantee satisfactory prediction results from the SY models, 
even for CA loading. 

5. The poor description of the input crack growth data using the NASGRO 
equation is considered to be the main reason of inferior crack growth 
predictions for CA loading derived from either model, if coupled with this 
equation, compared to the predictions based on the discrete da/d.N vs. 
l!!,.Keff input data. 

6. Though in the case of the programmed V A loading histories the 
predictions based on the discrete input data were superior to those 
associated with the NASGRO equation, the reverse was true for the 
miniFALSTAFF random load sequence. This finding seems to call to 
question the philosophy of the model calibration procedure recommended 
in the NASGRO manual, as it indicates that an analysis option which 
enables a superior reproducing by the model the R-ratio effect for CA 
loading may yield an inferior prediction quality for VA loading. 

7. The VCL model performance was found to be superior compared to the 
CCL model regarding both the quantitative correlation of the test results 
and the capability of reproducing the experimental trends. 

8. The predictions based solely on the material input data from the NASGRO 
data base cannot be considered reliable. 

9. For CA loading, an insignificant effect of the number of cycles set for one 
computation step was noted. 
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Przewidywanie wzrostu pęknięć w lotniczych stopach aluminium
przy stałoamplitudowych oraz programowanych i losowych zmiennoamplitudowych
historiach obciążenia z użyciem modelu pasmowego płynięcia z pakietu NASGRO

Streszczenie

Model pasmowego płynięcia z pakietu NASGRO został zastosowany do prognozowania
wzrostu pęknięć zmęczeniowych w dwóch lotniczych stopach aluminium, przy obciążeniach
stałoamplitudowych oraz w warunkach programowanych i losowych zmiennoamplitudowych
historii obciążeń. Weryfikowane opcje obliczeń uwzględniały użycie dwóch typów modeli
pasmowego płynięcia dostępnych w pakiecie NASGRO, a także dwóch sposobów deklarowania
wejściowych danych materiałowych. Oceny adekwatności modelu dokonano w oparciu o porów­
nanie wyników przewidywanych i zaobserwowanych w trakcie badań zmęczeniowych. Stwier­
dzono, że niezadowalająca dokładność symulacji wynika głównie z niewłaściwej koncepcji
kalibracji modelu NASGRO do danego materiału.


