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Exact determinantions of maximal output admissible
set for a class of semilinear discrete systems

AMINE EL BHIH, YOUSSEF BENFATAH and MOSTAFA RACHIK

Consider the semilinear system defined byx(i + 1) = Ax(i) + f (x(i)) , i ­ 0
x(0) = x0 ∈ Rn

and the corresponding output signal y(i) = Cx(i), i ­ 0, where A is a n× n matrix, C is a p× n
matrix and f is a nonlinear function. An initial state x(0) is output admissible with respect to A,
f , C and a constraint set Ω ⊂ Rp , if the output signal (y(i))i associated to our system satisfies
the condition y(i) ∈ Ω, for every integer i ­ 0. The set of all possible such initial conditions is
the maximal output admissible set Γ(Ω). In this paper we will define a new set that characterizes
the maximal output set in various systems (controlled and uncontrolled systems). Therefore, we
propose an algorithmic approach that permits to verify if such set is finitely determined or not.
The case of discrete delayed systems is taken into consideration as well. To illustrate our work,
we give various numerical simulations.

Key words: discrete-time, output admissible set, semilinear system, asymptotic stability,
uncontrolled system, controlled system, delayed system

1. Introduction

The characterization of admissible set has several significant usages in the
analysis and design of closed-loop systems with state and control constraints
[8,10,11,13–17]. The initial aim of this paper is to contribute to the study of the
maximal output admissible set for a class of semilinear system.

In linear case we have the following references: Gilbert et al. [3] have given
some properties and characterizations of maximal output admissible set (MOAS)
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and they have shown that this set can be represented by a finite number of
functional, they have also given practical algorithms for generating these func-
tions. A. Feuer et al. (1976) [1] have defined the maximally admissible set in
regulator design, and they presented an efficient computational method for de-
termining these sets. M. Rachik et al. [11] have consider the linear discrete

time-delayed system described by xi+1 =

m∑
j=0

A j xi− j , xk = αk for −m ¬ k < 0

where α = (x0, α−1, . . . , α−m) is given in Rn(m−1) and Ai is an n × n real matrix.
They have concluded some results connected to the set MOAS, and they have
shown also that MOAS is stable by a small perturbation of the constraint set as
well. In (2014) Moritz Schulze Darup, Martin Mönnigmann [12] have presented
a new method for the approximation of the largest constraint admissible set for
linear continuous-time systems with state and input constraints. Faultlessly, the
maximal output admissible set has been completely determined for linear systems
with state and control constraints, and methods to exactly find maximal output
admissible set have been established [9]. The issue of linear perturbation has
been studied by Rachik et al. [10]. For further details, the reader can reach to the
following references [4, 8, 10].

Numerous algorithms have presented in the literature for determining the
maximal state constraint sets. In (1986) M. Cwikel and P.-O. Gutman [2] have
studied the Conversence of an algorithm to find maximal state constraint sets for
discrete-time linear dynamical systems with bounded controls and states. While
in (1987) P.O. Gutman et al. [14] have given an algorithm to find polyhedral
approximation to the maximal state constraint set. In (2018) a stochastic approach
to maximal output admissible set and reference governor has given by Joycer
Osorio and Hamid R. Ossareh [6]. Later Bouyaghroumni et al. have improved
some results by introducing a bilinear term in the mathematical model considered
in [5].

However, in most of the available studies, the problem for semilinear systems
is not considered, hence their applicability is severely limited. Therefore, we
propose an explicit procedure to exactly determine the maximal output admissible
set for this class.

In this paper, we study the concept of maximal output set for a semilinear
systems described by

x(i + 1) = Ax(i) + f (x(i)) i ∈ N
x(0) = x0 ∈ R .

A ∈ L (Rn), f : Rn → Rn is a nonlinear function and the corresponding
output signal is given by

y(i) = Cx(i), i ­ 0, C ∈ L (
Rn,Rp) .
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An initial state x(0) is output admissible with respect to A, f , C and a
constraint set Ω ⊂ Rp, if the output signal (y(i))i associated to our system
satisfies the condition y(i) ∈ Ω, for every integer i ­ 0. The set of all possible
that verifies such initial conditions is the maximal output admissible set Γ(Ω). In
this paper, we limit our research to the study of the set Γρ(Ω) = Γ(Ω) ∩ B(0, ρ)
where B(0, ρ) = {x ∈ Rn : ∥x∥ ¬ ρ}; ρ is a real positive. We limited ourselves
to the determination of the initial data x0, which verify

∥x0∥ ¬ ρ, ρ > 0 (1)

such that
yi ∈ Ω, ∀i ∈ N. (2)

An initial state x0 satisfying the conditions (1) and (2) is said to be ρ-
admissible. The set of all such initial states is said to be the maximal ρ-admissible
set. The adapted method has been generalized to the discrete controlled semilinear
system given by

x(i + 1) = Ax(i) + f (x(i)) + Bui + g(v(i)) i ∈ N
x(0) = x0 ,

(3)

where ui, vi ∈ Rm are the feedback controls given by ui = kxi and vi = h(xi),
∀i ∈ N.

A is a n × n real matrix, B is a n × m real matrix, f , g, h are supposed to be
continuous nonlinear appropriate functions.

This work is organised as following. In section 2, we give some preliminary
results related to the stability asymptotic of our system. In section 3, we define
and characterize the maximal output ρ-admissible set in the case of uncontrolled
system. Moreover, in section 4, we propose an algorithm to determine if the
maximal state constraint sets are finitely determined or not. While in section 5,
we give some sufficient conditions for finite determination of Γρ(Ω) in addition
to some examples to illustrate our results. In section 6, the maximal output ρ-
admissible set for semilinear discrete delayed system is considered. Lastly, in
section 7, we give some characterization results of ρ-admissible set in the case
of a controlled system illustrating our results by using some examples.

2. Preliminary results

Consider the uncontrolled semilinear discrete system described by
x(i + 1) = Ax(i) + f (x(i)), i ­ 0
x(0) = x0 ∈ Rn ,

(4)
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where A ∈ L (Rn), f : Rn → Rn nonlinear function, and the observation variable
y(i) ∈ Rp, satisfing the output constraint

yi = Cxi ∈ Ω, i ­ 0 , (5)

where C is a p × n real matrix.
An initial condition x0 ∈ Rn is output ρ-admissible if x0 ∈ B(0, ρ) and if

the resulting output function (yi)i satisfies the constraint (5). The set of all such
initial state is the maximal output ρ-admissible set Γρ(Ω).

We show that under hypothesis on the matrix A and the function f , the
maximal output ρ-admissible set Γρ(Ω) is determined by a finite number of
functional inequalities and leads to algorithmic procedures for its computation.

Let Ω be the constraint set. Let Ψ be the function defined by

Ψ : Rn → Rn

x → Ax + f (x)

Then
Γ(Ω) =

{
x0 ∈ Rn

/
C Ψi (x0) ∈ Ω , ∀i ∈ N

}
and the set of all output ρ-admissible initial states is formally given by

Γ
ρ(Ω) =

{
x0 ∈ B(0, ρ) ∩ Rn/C Ψi (x0) ∈ Ω, ∀i ∈ N

}
. (6)

2.1. Notation and hypotheses

Now, we give some conditions which are sufficient to ensure, for convenient
initial states x0, the asymptotic stability of system (4). The following proposition
will be useful in the sequel.

Proposition 1 If we suppose the following to hold
(i) ∥ f (x) − f (y)∥ ¬ L ∥x − y∥α, for all x, y ∈ Rn and for some L, α ≻ 0.
(ii) f (0) = 0.
(iii) There exists β ∈]0, 1[ and γ ­ 1 such that ∥(A)n∥ ¬ γ βn, ∀n ∈ N.
(iii) Lρα−1γα < 1 − β.
Then system (4) is asymptotically stable in the region

{
x ∈ Rn/∥x∥ ¬ ρ}, i.e

lim
n→∞



Ψn(x0)

 = 0, for every x0 ∈ B(0, ρ).

Proof. Let x0 ∈ B(0, ρ). Then the solution of (4) at time n can be written as the
following

xn = Anx0 +

n−1∑
k=0

An−k−1 f (xk ) ∀n ­ 1.
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Thus

∥xn∥ ¬ 

An

 ∥x0∥ +
n−1∑
k=0




An−k−1


 ∥ f (xk )∥ , ∀n ­ 1.

Using (i), (ii) and (iii) we get

∥xn∥ ¬ γ βn ∥x0∥ +
n−1∑
k=0
γ βn−k−1L ∥xk ∥α .

Take zn =
xn

ρ
. Then we can prove that

∥z0∥ ¬ γ and ∥zn∥ ¬ γ for all n ∈ N∗.

Indeed ∥z0∥ =
∥x0∥
ρ
¬
ρ

ρ
= 1 ¬ γ and

∥zn∥ ¬ γ βn ∥z0∥ + γ βn−1L
n−1∑
k=0
β−k ∥zk ∥ ρα−1 ∥zk ∥α−1 , ∀n ­ 1.

Now, assume that ∥zn∥ ¬ γ, ∀n ∈ {0, 1, . . . , N } where N ∈ N. Then

∥zn∥ ¬ γ βn ∥z0∥ + γα βn−1Lρα−1
n−1∑
k=0
β−k ∥zk ∥ ,

∀n ∈ {1, 2, . . . N+1}.

(7)

Take an =
∥zn∥
βn , ∀n ­ 0 and Yn = r + p

n−1∑
k=0

ak , n ­ 1, where r = γ ∥z0∥

and p = γα β−1Lρα−1.
We conclude from (7) that an ¬ Yn for all n ∈ {1, 2, . . . N+1}, which implies

an =
Yn+1 − Yn

p
¬ Yn for n ∈ {1, 2, . . . N+1}.

This implies the inequality

an ¬ Yn ¬ (1 + p)n−1Y1, ∀ n ∈ {1, 2, . . . N+1}.
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In this time we replace an and Y1 by their values, we get

∥zn∥ ¬ βn
(
γα β−1Lρα−1 + 1

)n−1 (
γ ∥z0∥ + γα β−1Lρα−1 ∥z0∥

)
, (8)

∀n ∈ {1, 2, . . . N+1}

=
(
Lγα ρα−1 + β

)n γ + γα β−1Lρα−1

γα β−1Lρα−1 + 1
∥z0∥ . (9)

Since, Lγα ρα−1 + β < 1 and ∥z0∥ ¬ 1, the inequality (8) implies that

∥zn∥ ¬ γ ∀n ∈ {1, 2, . . . N+1}.

Therefore
∥zn∥ ¬ γ ∀n ∈ N.

Using inequality (8) for all n ­ 0, we conclude that

lim
n→∞
∥zn∥ = 0 since Lγα ρα−1 < 1 − β,

and consequently
lim
n→∞



Ψn(x0)

 = lim
n→∞
∥xn∥ = 0.

□
We assume hereafter that 0 ∈ intΩ, this assumption is satisfied in any reason-

able application and has nice consequences. Imposing special conditions on A,
f and Ω which imposes corresponding conditions on Γρ(Ω). Some implications
of this type are summarized in the following proposition.

Proposition 2

(i) If Ω is closed then the set Γρ(Ω) is also closed.

(ii) If we suppose the following to hold

1. ∥ f (x) − f (y)∥ ¬ L ∥x − y∥α , for all x, y ∈ Rn and for some
L, α > 0.

2. f (0) = 0.
3. There exists β ∈ (0, 1) and γ ­ 1 such that ∥An∥ ¬ γ βn for all

n ∈ N.
4. Lρα−1γα < 1 − β.
5. 0 ∈ intΩ.

Then, 0 ∈ int Γρ(Ω).
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Proof.

(i) Γρ(Ω) can be written as

Γ
ρ(Ω) =

∩
n∈N

{
x0 ∈ B(0, ρ) ∩ Rn /

C Ψn(x0) ∈ Ω }
,

=
∩
n∈N
Φ
−1
n (Ω),

where
Φn : B(0, ρ) ∩ Rn −→ Rn

x 7−→ Φn(x) = C Ψn(x).

Since Ω is closed and Φn continuous for all n ∈ N ( f continuous), we
conclued that Φ−1

n (Ω) is closed and then Γρ(Ω) is closed.

(ii) From hypotheses 1, 2, 3 and 4 and from Proposition 1 we have

lim
n→∞



Ψn(x0)

 = 0 ∀x0 ∈ B(0, ρ).

Let x0 ∈ B(0, ρ) and ε > 0. Then

∃n0 ∈ N : Ψ
n(x0) ∈ B(0, ε), ∀n ­ n0

0 ∈ int Ω =⇒ ∃ε1 > 0: B(0, ε1) ⊂ Ω.

Take ε =
ε1

∥C∥ , we get then

∃n0 ∈ N : C Ψn(x0) ∈ B(0, ε1) ⊂ Ω ∀n ­ n0.

In what follows we show that ∀ x0 ∈ B(0, δ), C Ψn(x0) ∈ Ω ∀ n ∈ {0, . . . , n0}
for some δ > 0.

Since Ψ, Ψ2, . . . , Ψn0 are continuous and ε(0) = 0 we have for
ε1
∥C∥

∀n ∈ {1, . . . , n0}
[
∃ δn > 0: ∀ x0 ∈ B(0, δn) we have Ψn(x0) ∈ B

(
0,
ε1
∥C∥

)]
i.e. ∀n ∈ {1, . . . , n0}

[∃ δn > 0: ∀ x0 ∈ B(0, δn) we have CΨn(x0) ∈ B(0, ε1)
]

for n = 0 we have ∀ x0 ∈ B
(
0,
ε1
∥C∥

)
, ∥Cx0∥ ¬ ∥C∥∥x0∥ ¬ ε1 i.e., Cx0 ∈

B(0, ε1).
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If we choose δ = inf
{
{δn, n ∈ {1, . . . , n0}} ,

ε1
∥C∥

}
we obtain

∀ x0 ∈ B(0, δ), CΨn (x0) ∈ B(0, ε1) ⊂ Ω for all n ∈ {0, . . . , n0}.

We conclude that

∀x0 ∈ B(0, τ), CΨn(x0) ∈ Ω for all n ∈ N

where τ = inf{δ, ρ}. Thus B(0, τ) ⊂ Γρ(Ω), and consequently 0 ∈ intΓρ(Ω). □

3. Characterization of the maximal output ρ-admissible set

In order to characterize the maximal output ρ-admissible set given formally
by (6), we define for each integer k the set

Γ
ρ
k (Ω) =

{
x0 ∈ B(0, ρ) ∩ Rn /

CΨn(x0) ∈ Ω, ∀n ∈ {0, . . . , k}} .
Definition 1 The set Γρ(Ω) is finitely determined if there exists an integer k such
that Γρ(Ω) is nonempty and Γρ(Ω) = Γρk (Ω). Let k∗ be the smallest integer such
that Γρ(Ω) = Γρk∗ (Ω), we call k∗ the output ρ-admissibility index.

Remark 1

(i) We remark that

∀ k1, k2 ∈ N such that k1 ¬ k2 we have Γρ(Ω) ⊂ Γρk2
(Ω) ⊂ Γρk1

(Ω).

(ii) Assume that Γρ(Ω) is finitely determined and let k0 be the smallest k such
that Γρk (Ω) = Γρk+1(Ω), then

Γ
ρ(Ω) = Γρk0(Ω) = Γρk (Ω) ∀ k ­ k0

Proposition 3

(i) If Γρ(Ω) is finitely determined then there exists an integer k such that

Γ
ρ(Ω) is nonempty and Γρk (Ω) = Γρk+1(Ω).

(ii) If Ψ
(
B(0, ρ)

) ⊂ B(0, ρ) and Γρk (Ω) = Γρk+1(Ω) for some integer k then
Γρ(Ω) is finitely determined.
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Proof.
(i) Γρ(Ω) finitely determined implies ∃k ∈ N : Γρk (Ω) = Γρ(Ω) and Γρ(Ω) is

nonempty.
Clearly Γρk+1(Ω) ⊂ Γρk (Ω). But Γρk (Ω) = Γρ(Ω) ⊂ Γρk+1(Ω).
Therefore Γρk (Ω) = Γρk+1(Ω) for some k ∈ N.

(ii) Let x0 ∈ Γρk (Ω) = Γρk+1(Ω). Then x0 ∈ B(0, ρ) and CΨi (x0) ∈ Ω,
∀i ∈ {0, . . . , k+1}
i.e. x0 ∈ B(0, ρ) and Cx0 ∈ Ω, CΨi+1(x0) ∈ Ω, ∀i ∈ {0, . . . , k}.
Thus Ψ(x0) ∈ Γρk (Ω) since Ψ(x0) ∈ Ψ (

B(0, ρ)
) ⊂ B(0, ρ).

By iteration, x0 ∈ Γρk (Ω) =⇒ Ψ j (x0) ∈ Γρk (Ω) ∀ j ∈ N.

i.e.,
[
x0 ∈ B(0, ρ) and CΨi

(
Ψ j (x0)

)
∈ Ω, ∀i ∈ {0, . . . , k}

]
∀ j ∈ N.

i.e.
[
x0 ∈ B(0, ρ) and CΨi+ j (x0) ∈ Ω, ∀i ∈ {0, . . . , k}

]
∀ j ∈ N.

i.e. x0 ∈ B(0, ρ) and CΨi (x0) ∈ Ω, ∀i ∈ N.
i.e. x0 ∈ Γρ(Ω).
Therefore Γρk (Ω) ⊂ Γρ(Ω) and Γρk (Ω) = Γρ(Ω) for some k ∈ N =⇒
Γρ(Ω) is finitely determined. □

4. Algorithmic determination

As a natural consequence of the previous proposition, we shall give the fol-
lowing conceptual algorithm for determining the output ρ-admissibility index k∗
such that Γρ(Ω) = Γρk∗ (Ω) and consequently the characterization of the set Γρ(Ω).

Algorithm I

Step 1. Set k = 0;
Step 2. If Γρk (Ω) = Γρk+1(Ω) then set k∗ = k and stop, else continue;
Step 3. Replace k by k + 1 and return to step 2.
Clearly, Algorithm I will produce k∗ and Γρ(Ω) if and only if Γρ(Ω) is finitely

determined. There appears to not to be finite algorithmic procedure for showing
that Γρ(Ω) is not finitely determined.

Algorithm I is not practical because it does not describe how the test Γρk (Ω) =
Γ
ρ
k+1(Ω) is implemented. In order to overcome this difficulty, let Rn be endowed

with the following norm

∥x∥ = max
1¬i¬n

|xi | , ∀x = (x1, x2, . . . , xn) ∈ Rn.
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If Ω is defined by

Ω =
{
y ∈ Rp; hi (y) ¬ 0, i = 1, . . . , s

}
where hi : Rp → R are a given functions. Such sets have much more importance
in a practical view. In this case, for every integer k, Γρk (Ω) is given by

Γ
ρ
k (Ω) =

{
x0 ∈ B(0, ρ); h j

(
C Ψi (x0)

)
¬ 0, j = 0, . . . , s; i = 0, . . . , k

}
,

on the other hand

Γ
ρ
k+1(Ω) =

{
x0 ∈ Γρk (Ω); C Ψk+1(x0) ∈ Ω

}
=
{
x0 ∈ Γρk (Ω); h j

(
C Ψk+1(x0)

)
¬ 0, for j = 1, . . . , s

}
.

Now, since Γρk+1(Ω) ⊂ Γρk (Ω) for every integer k, then

Γ
ρ
k+1(Ω) = Γρk (Ω) ⇐⇒ Γρk (Ω) ⊂ Γρk+1(Ω)

⇐⇒ ∀x0 ∈ Γρk (Ω), x0 ∈ Γρk+1(Ω)

⇐⇒ ∀x0 ∈ Γρk (Ω),
{
x0 ∈ Γρk (Ω) and h j

(
C Ψk+1(x0)

)
¬ 0

∀ j ∈ {1, . . . , s}
}

⇐⇒ ∀x0 ∈ Γρk (Ω), h j
(
CΨk+1(x0)

)
¬ 0, ∀ j ∈ {1, . . . , s}

⇐⇒ sup
x0∈B(0,ρ), hi (CΨl (x0))¬0
∀i∈{1,...,s},∀l∈{0,...,k}

h j
(
CΨk+1(x0)

)
¬ 0, ∀ j ∈ {1, . . . , s}

with (h j ) j∈{1,...,2p} : Rp → R is described for all x =
(
x1, . . . , xp

)
∈ Rp by


h2m−1(x) = xm − t, for m ∈ {1, 2, . . . , p}, t ∈ R
h2m(x) = −xm − t, for m ∈ {1, 2, . . . , p}, t ∈ R.

Consequently, the test Γρk (Ω) = Γρk+1(Ω) leads to a set of mathematical
programming problems, and Algorithm I can be implemented as follows:

Algorithm II

Step 1. Let k = 0;
Step 2. For i = 1, . . . , 2p, do:

Maximize Ji (x) = hi
(
C Ψk+1(x0)

)


h j
(
C Ψl (x0)

)
¬ 0, x0 ∈ B(0, ρ)

∀ j ∈ {1, . . . , 2p}, ∀l ∈ {l = 0, . . . , k}.
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Let J∗i be the maximum value of Ji (x).
If J∗i ¬ 0, for i = 1, 2, . . . , 2p then set k∗ := k and stop.
Else continue.

Step 3. Replace k by k + 1 and return to Step 2.

5. Sufficient conditions for finite determination of Γρ(Ω)

It is desirable to have simple conditions which ensure the finite determination
of Γρ(Ω). Our main results in this direction are the following two theorems.

Theorem 1 Suppose the following hypothesis to hold

1. ∥ f (x) − f (y)∥ ¬ L∥x − y∥α, for all x, y ∈ Rn and for some L, α > 0.

2. f (0) = 0.

3. There exist β ∈]0, 1[ and γ ­ 1 such that ∥An∥ ¬ γ βn, ∀ n ∈ N.

4. Lρα−1γα < 1 − β.

5. 0 ∈ int Ω.

6. Ψ
(
B(0, ρ)

) ⊂ B(0, ρ).

Then, Γρ(Ω) is finitely determined.

Proof. By hypothesis (1), (2), (3), (4) and (5), we can show from Proposition 2
that

∀x0 ∈ B(0, ρ), ∃ n0 ­ 0: C Ψn(x0) ∈ B(0, ε1) ⊂ Ω ∀n ­ n0.

For n = n0, we get

∀x0 ∈ B(0, ρ), we have CΨn0 (x0) ∈ B(0, ε1) ⊂ Ω.

Clearly Γρn0 (Ω) ⊂ Γρn0−1(Ω).
Let x0 ∈ Γρn0−1(Ω), then x0 ∈ B(0, ρ) and CΨn(x0) ∈ Ω ∀n ∈ {0, . . . , n0−1}.
Since x0 ∈ B(0, ρ) and C Ψn0 (x0) ∈ Ω, we conclude that x0 ∈ Γρn0 (Ω) and

Γ
ρ
n0 (Ω) = Γρn0−1(Ω).

Therefore Γρ(Ω) is finitely determined (using hypothesis 6 and Proposition 3
in this time). □
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Theorem 2 If we suppose that
(i) ∥Ψ(x)∥ ¬ M ∥x∥, for all x ∈ Rn and M ∈]0, 1[.
(ii) 0 ∈ int Ω.
Then Γρ(Ω) is finitely determined.

Proof. Let x0 ∈ Rn. Then,

∥Ψ(x0)∥ ¬ M ∥x0∥ and 

Ψn(x0)

 ¬ Mn ∥x0∥ , ∀n ∈ N

C Ψn(x0)

 ¬ ∥C∥ 

Ψn(x0)

 ¬ ∥C∥Mn ∥x0∥ , ∀n ∈ N
Let x0 ∈ B(0, ρ). Then 

CΨn(x0)

 ¬ ∥C∥ρMn.

or
lim
n→∞
∥C∥ρMn = 0 implies ∃n0 ∈ N : ∀n ­ n0 ∥C∥ρMn ¬ ε1 .

Take n = n0 we get, ∥C∥ρMn0 ¬ ε1. Then,

∀x0 ∈ B(0, ρ), ∃ n0 ∈ N : C Ψn0 (x0) ∈ B(0, ε1) ⊂ Ω. (10)

Let x0 ∈ Γρn0−1(Ω). Then

x0 ∈ B(0, ρ), and C Ψn(x0) ∈ Ω ∀n = {0, . . . , n0 − 1}.

Using (10) we conclude that x0 ∈ Γρn0 (Ω) and Γρn0 (Ω) = Γρn0−1(Ω).
Let z ∈ Ψ (

B(0, ρ)
)
. Then z = Ψ(x0) with x0 ∈ B(0, ρ)

∥z∥ = ∥Ψ(x0)∥ ¬ M ∥x0∥ ¬ M ρ ¬ ρ .

Thus
z ∈ B(0, ρ) and Ψ

(
B(0, ρ)

) ⊂ B(0, ρ).
From Proposition 3, we conclude the result. □

Example 1. Let A, f , C and ρ is given by

A =
*...,

1
4

0

1
2

1
4

+///- , C =
(
1 2

)
,

f (x, y) = *.,
0
y

4

+/- , for every x, y ∈ R, ρ = 1 and t =
1
2
.
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Then we use Algorithm II to prove that k∗ = 1 and we have

Ω =

{
x ∈ R/ |x | ¬ 1

2

}
=

[
−1

2
,

1
2

]
,

Γ
ρ(Ω) =

{(
x
y

)
∈ R2

/
|x | ¬ 1; |y | ¬ 1; |x + 2y | ¬ 1

2
;
�����54 x + y

����� ¬ 1
2

}
.

Figure 1: The dotted region is the set Γρ(Ω) corresponding to Example 1

Proof. We have,

Ψ

(
x
y

)
=
*...,

1
4

0

1
2

1
4

+///-
(

x
y

)
+
*.,

0
y

4

+/- and Ψ (B(0, 1)) ⊂ B(0, 1).

Our set Ω is given by

Ω =
{
y ∈ R / h j (y) ¬ 0 ∀ j ∈ {1, 2}

}
=

{
y ∈ R/ x − 1

2
¬ 0, −x − 1

2
¬ 0

}
=

{
y ∈ R/ |x | ¬ 1

2

}
=

[
−1

2
;

1
2

]
.
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Using Algorithm II we obtain k∗ = 1 and then Γρ(Ω) = Γρ1 (Ω).
Or

Γ
ρ
1 (Ω) =

{(
x
y

)
∈ B

(
0,

1
2

)
: h j

(
CΨi

(
x
y

))
¬ 0 ∀ j ∈ {1, 2} ∀i ∈ {1, 2}

}
and

C
(
x
y

)
= x + 2y

CΨ
(
x
y

)
=

5
4

x + y

CΨ2
(
x
y

)
=

13
16

x +
y

2

CΨ3
(
x
y

)
=

29
64

x +
y

4
.

Therefore

Γ
ρ
1 (Ω) =

{(
x
y

)
∈ R2 : |x | ¬ 1, |y | ¬ 1, x + 2y ¬

1
2
,

5
4

x + y ¬
1
2
,

−x − 2y ¬
1
2
, −5

4
x − y ¬

1
2

}
=

{(
x
y

)
∈ R2 : |x | ¬ 1, |y | ¬ 1, |x + 2y | ¬ 1

2
,
�����54 x + y

����� ¬ 1
2

}
.

Algorithm

k = 0
i = 1

Maximize J1(x) =
5
4

x + y − 1
2

sc
x + 2y − 1

2
¬ 0; −x − 2y − 1

2 ¬ 0

x ¬ 1; y ¬ 1; −x ¬ 1;−y ¬ 1
i = 2

Maximize J1(x) = −5
4

x − y − 1
2

sc
x + 2y − 1

2
¬ 0; −x − 2y − 1

2
¬ 0

x ¬ 1; y ¬ 1; −x ¬ 1;−y ¬ 1
we have J∗1 , J∗2 ­ 0, we then go to the next step
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k = 1
j = 1

Maximize J1(x) =
13
16

x +
y

2
− 1

2

sc

x + 2y − 1
2
¬ 0; −x − 2y − 1

2
¬ 0

5
4

x + y − 1
2
¬ 0; −5

4
x − y − 1

2
¬ 0

x ¬ 1; y ¬ 1; −x ¬ 1;−y ¬ 1

j = 2

Maximize J2(x) = −13
16

x − y

2
− 1

2

sc

x + 2y − 1
2
¬ 0; −x − 2y − 1

2
¬ 0

5
4

x + y − 1
2
¬ 0; −5

4
x − y − 1

2
¬ 0

x ¬ 1; y ¬ 1; −x ¬ 1;−y ¬ 1

since J∗1, J
∗
2 ¬ 0, we stop. □

Example 2. Let

A =
*...,

1
3

0

1
2

1
3

+///- , C =
[

1 2
]
,

f
(

x
y

)
= *,

x
2
0
+-

and ρ =
1
2

, t1 =
2
5

, t2 =
1
2

then

Ψ

(
x
y

)
=
*...,

5
6

x

1
2

x +
1
3
y

+///- and Ψ
(
B(0, ρ)

) ⊂ B(0, ρ).

Using Algorithm II we get k∗ = 3 and then

Ω = [−0.5, 0.4]
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Γ
ρ(Ω) =



(
x
y

)
∈ R2 / |x | ¬ 0.5; |y | ¬ 0.5; x + 2y ¬ 0.4; −x − 2y ¬ 0.5;

11
6

x +
2
3
y ¬ 0.4; −11

6
x − 2

3
y ¬ 0.5;

67
36

x +
2
9
y ¬ 0.4;

−67
36

x − 2
9
y ¬ 0.5;

359
216

x +
2
27

y ¬ 0.4; −359
216

x − 2
27

y ¬ 0.5.



Figure 2: The dotted region is the set Γρ(Ω) corresponding to Example 2

Example 3. For

A =
*...,

1
6

0

1
4

1
4

+///- , C =
(

1 1
)
,

f
(

x
y

)
=

*....,
x exp

(
−x2

)
4
y

4

+////-
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and ρ =
3
4

, t =
1
12

, then

Ψ

(
x
y

)
=
*...,

1
6

x +
1
4

xe−x2

1
4

x +
1
2
y

+///- and Ψ
(
B(0, ρ)

) ⊂ B(0, ρ).

Using Algorithm II we get k∗ = 1 and then

Ω =

{
x ∈ R/ |x | ¬ 1

12

}
=

[
− 1

12
,

1
12

]
Γ
ρ(Ω) =

{(
x
y

)
∈ R2

/
|x | ¬ 3

4
; |y | ¬ 3

4
; |x + y | ¬ 1

12
; .����� 5

12
x +

1
2
y +

1
4

xe−x2 ����� ¬ 1
12

;
}
.

Figure 3: The dotted region is the set Γρ(Ω) corresponding to Example 3

Example 4.

A =
*...,

1
4

1
6

0
1
3

+///- , C =
(

1 2
)
,
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f
(

x
y

)
=

*....,
x
4

y exp
(
−y2

)
4

+////-
*...,

1
4

1
3

0
1
2

+///-
(

x
y

)
+

*....,
x
4

y exp
(
−y2

)
2

+////-
and ρ = 1, t1 =

1
10

, t2 =
1
2

then

Ψ

(
x
y

)
=
*...,

1
2

x +
1
3
y

1
2
y
(
e−y

2
+ 1

) +///- and Ψ
(
B(0, ρ)

) ⊂ B(0, ρ)

and

CΨ
(
x
y

)
=

1
2

x +
4
3
y + ye−y

2
,

CΨ2
(
x
y

)
=

1
4

x +
7
12

y +
1
4
y exp

(
−1

4
y2

(
e−y

2
+ 1

)2
)
+

5
12

ye−y
2

+
1
4
y exp

(
−1

4
y2

(
e−y

2
+ 1

)2
)

e−y
2
,

CΨ3
(
x
y

)
=

1
8

x +
19
72

y +
5
48

y exp
(
−1

4
y2

(
e−y

2
+1

)2
)

+
1
12

y exp *,− 1
576

y2
(
3 exp

(
−1

4
y2

(
e−y

2
+1

)2
)
+ 4

)2 (
e−y

2
+1

)2+-
+

13
72

ye−y
2
+

1
16

y exp
(
−1

4
y2

(
e−y

2
+1

)2
)

· exp *,− 1
576

y2
(
3 exp

(
−1

4
y2

(
e−y

2
+1

)2
)
+ 4

)2 (
e−y

2
+1

)2+-
+

5
48

y exp
(
−1

4
y2

(
e−y

2
+1

)2
)

e−y
2

+
1
12

y exp *,− 1
576

y2
(
3 exp

(
−1

4
y2

(
e−y

2
+1

)2
)
+ 4

)2 (
e−y

2
+1

)2+- e−y
2

+
1
16

y exp
(
−1

4
y2

(
e−y

2
+1

)2
)

· exp *,− 1
576

y2
(
3 exp

(
−1

4
y2

(
e−y

2
+1

)2
)
+ 4

)2 (
e−y

2
+1

)2+- e−y
2
.
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Using Algorithm II we get k∗ = 2 and then

Ω = [−0.1, 0.5] ,

Γ
ρ(Ω) =



(
x
y

)
∈ R2

/
|x | ¬ 1; |y | ¬ 1; x + 2y ¬ 0.1; −x − 2y ¬ 0.5;

1
2

x +
4
3
y + ye−y

2
¬ 0.1; −1

2
x − 4

3
y − ye−y

2
¬ 0.5;

1
4

x +
7
12

y +
1
4
y exp

(
−1

4
y2

(
e−y

2
+ 1

)2
)
+

5
12

ye−y
2

+
1
4
y exp

(
−1

4
y2

(
e−y

2
+ 1

)2
)

e−y
2
¬ 0.1

−
(
1
4

x +
7
12

y +
1
4
y exp

(
−1

4
y2

(
e−y

2
+ 1

)2
)
+

5
12

ye−y
2

+
1
4
y exp

(
−1

4
y2

(
e−y

2
+ 1

)2
)

e−y
2
)
¬ 0.5



.

Figure 4: The dotted region is the set Γρ(Ω) corresponding to Example 4
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Example 5. For

A =
*...,

1
6

1
4

0
1
2

+///- , C =
(

1 1
)

f
(

x
y

)
=

*....,
x exp

(
−x2

)
4
y

2

+////-
and ρ =

3
4

, t =
1
3

, then

Ψ

(
x
y

)
=
*.,

1
6

x +
1
4
y +

1
4

xe−x2

y

+/- and Ψ
(
B(0, ρ)

) ⊂ B(0, ρ).

and

CΨ
(
x
y

)
=

1
6

x +
5
4
y +

1
4

xe−x2
,

CΨ2
(
x
y

)
=

5
72

x +
65
48

y +
1
24

xe−x2
+

1
16

x exp
(
− 1

144
(
2x+3y+3xe−x2)2

)
e−x2
,

CΨ3
(
x
y

)
=

25
864

x +
805
576

y +
5

288
xe−x2

+
1
96

x exp
(
− 1

144
(
2x+3y+3xe−x2)2

)
e−x2

+
1
64

x exp
(
− 1

144
(
2x + 3y + 3xe−x2)2

)
e−x2

· exp
(
− 1

20 736
(
10x + 51y + 6xe−x2

+9x exp
(
− 1

144
(
2x+3y+3xe−x2)2

)
e−x2

)2+- .
Using Algorithm II we get k∗ = 2 and then

Ω =

{
x ∈ R/ |x | ¬ 1

3

}
=

[
−1

3
,

1
3

]
,

Γ
ρ(Ω) =



(
x
y

)
∈ R2

/
|x | ¬ 3

4
; |y | ¬ 3

4
; |x + y | ¬ 1

3
;
�����16 x +

5
4
y +

1
4

xe−x2 ����� ¬ 1
3

;����� 5
72

x+
65
48

y+
1
24

xe−x2
+

1
16

x exp
(
− 1

144
(
2x+3y+3xe−x2)2

)
e−x2 ����� ¬ 1

3


.
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6. ρ-admissible set for a semilinear controlled discrete system

Now we consider the semilinear controlled discrete system described by
x(i + 1) = Ax(i) + f (x(i)) + Bui + g(v(i)) i ∈ N
x(0) = x0 ,

(11)

the corresponding output function is

y(i) = Cx(i) + Dui , i ∈ N,
where ui, vi ∈ Rm are the feedback controls given by ui = kxi and vi = h (xi),
∀i ∈ N.

A is a n × n real matrix, B is a n × m real matrix, f , g, h are supposed to be
continuous nonlinear appropriate functions. y(i) ∈ Rq, C is q × n real matrix, D
is q × m real matrix and x(i) ∈ Rn is the state variable.

The purpose of this section is to characterize, under certain hypotheses, the set

𝟋ρ(Ω) =
{
x(0) ∈ B(0, ρ) ∩ Rn��(C + DK )Φi (x0) ∈ Ω, ∀i ∈ N

}
,

where Φ is the nonlinear function defined by

Φ(z) = (A + BK )z + ( f + g ◦ h)(z), ∀z ∈ Rn.

The set 𝟋ρ(Ω) is derived from an infinite number of inequalities and it is
difficult to characterize. However, we propose some sufficient conditions which
ensure 𝟋ρ(Ω) to be finitely determined, i.e., there exists an integer k such that
𝟋ρ(Ω) = 𝟋ρk (Ω) where

𝟋
ρ
k (Ω) =

{
x0 ∈ B(0, ρ) ∩ Rn ��(C + DK )Φi (x0) ∈ Ω, ∀i ∈ {0, 1, . . . , k}

}
.

Similarly as Proposition 1, the following result gives sufficient conditions to
ensure the asymptotic stability of system (11) for all x0 ∈ B(0, ρ).

Proposition 4 If we suppose the following assumptions to hold
1. ∥ f (x) − f (y)∥ ¬ L∥x − y∥α, for all x, y ∈ Rn and for some L, α > 0.

2. f (0) = 0.

3. ∥g(x)∥ ¬ L′∥x∥α′, ∥h(x)∥ ¬ L′′∥x∥α′′, for all x ∈ Rn and for some L′,
L′′, α′, α′′ > 0.

4. There exist β ∈]0, 1[ and γ ­ 1 such that 


(A + BK )i


 ¬ γ βi for all i ∈ N.

5. Lρα−1γα + L′ (L′′)α
′
ρα
′α′′−1γα

′α′′ < 1 − β.
Then, the system (11) is asymptotically stable in the region {x ∈ Rn/∥x∥ ¬ ρ}.
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We can use the techniques developed in the previous section to give suffi-
cient conditions make 𝟋ρ(Ω) finitely determined and we deduce the following
theorems.

Theorem 3 Suppose the following hypothesis to hold

1. ∥ f (x) − f (y)∥ ¬ L∥x − y∥α, for all x, y ∈ Rn and for some L, α > 0.

2. f (0) = 0.

3. There exist β ∈]0, 1[ and γ ­ 1 such that ∥(A + BK )n∥ ¬ γ βn ∀ n ∈ N.

4. ∥g(x)∥ ¬ L′∥x∥α′, ∥h(x)∥ ¬ L′′∥x∥α′′, for all x ∈ Rn and for some L′,
L′′, α′, α′′ > 0.

5. Lρα−1γα + L′ (L′′)α
′
ρα
′α′′−1γα

′α′′ < 1 − β.
6. 0 ∈ int Ω.

7. Φ
(
B(0, ρ)

) ⊂ B(0, ρ).

Then, there exists an integer k such that 𝟋ρ(Ω) = 𝟋ρk (Ω).

Theorem 4 If we suppose that

(i) ∥Φ(x)∥ ¬ M ∥x∥, for all x ∈ Rn and M ∈]0, 1[

(ii) 0 ∈ int Ω.

Then 𝟋ρ(Ω) is finitely determined.

The determination of the integer k cited in Theorem (3) is obtained by applying
algorithm II with change Ψ → Φ.

Example 6. For

A = *.,
−1 0
1
6

1
6

+/- , B =
*...,

1
3
1
2

+///- , K =
( 1

2
0

)
,

C =
( 3

4
1

)
, D =

1
2
, f

(
x
y

)
=
*..,

xy
4
1
18

+//- ,
g

(
x
y

)
=

(
x
y

)
, h

(
x
y

)
=
*..,

xy
4
1
18

+//-
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and ρ = t =
1
3

, then

Φ

(
x
y

)
=
*...,
−5
6

x +
xy
2

5
12

x +
y

6
+

1
9

+///- and Φ
(
B(0, ρ)

) ⊂ B(0, ρ).

Using Algorithm II we get k∗ = 0 and then

Ω =

{
x ∈ R/ |x | ¬ 1

3

}
=

[
−1

3
,

1
3

]
,

Γ
ρ(Ω) =

{(
x
y

)
∈ R2

/
|x | ¬ 1

3
; |y | ¬ 1

3
; |x + y | ¬ 1

3

}
.

Figure 5: The dotted region is the set Γρ(Ω) corresponding to Example 6

Example 7. For

A =


− 1

10
0

1
5

4
5


, B =


1
4

1
4

3
5

1
5


,
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K =
[
−1 −1
1 1

]
, C =

[
−1 1

]
, D =

[
1 1

]
,

f
(

x
y

)
=

*....,
x exp

(
−x2

)
8
y

12

+////-
, g

(
x
y

)
=

(
x
y

)
, h

(
x
y

)
=

*....,
x exp

(
−x2

)
8
y

12

+////-
,

Ã = A + BK =


− 1

10
0

−1
5

2
5


, C̃ = C + DK =

[
−1 1

]

and ρ =
4
5

, t1 =
1
50

, t2 =
1
10

then

Φ

(
x
y

)
=
*...,

1
4

xe−x2 − 1
10

x

17
30

y − 1
5

x

+///- and Φ
(
B(0, ρ)

) ⊂ B(0, ρ).

C̃Φ
(

x
y

)
=

17
30

y − 1
10

x − 1
4

xe−x2
,

C̃Φ2
(

x
y

)
=

289
900

y − 31
300

x +
1
40

x exp
(
− 1

400
x2

(
5e−x2 − 2

)2
)

− 1
40

xe−x2 − 1
16

xe−x2
exp

(
− 1

400
x2

(
5e−x2 − 2

)2
)
,

C̃Φ3
(

x
y

)
=

4913
27 000

y − 97
1800

x +
1

400
x exp

(
− 1

400
x2

(
5e−x2 − 2

)2
)

− 1
400

x exp
(
− 1

160 000
x2

(
5e−x2 − 2

)2

×
(
5 exp

(
− 1

400
x2

(
5e−x2 − 2

)2
)
− 2

)2+- − 31
1200

xe−x2

+
1

160
x exp

(
− 1

160 000
x2

(
5e−x2 − 2

)2

×
(
5 exp

(
− 1

400
x2

(
5e−x2 − 2

)2
)
− 2

)2+- e−x2
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+
1

160
x exp

(
− 1

160 000
x2

(
5e−x2− 2

)2

×
(
5 exp

(
− 1

400
x2

(
5e−x2− 2

)2
)
− 2

)2+- exp
(
− 1

400
x2

(
5e−x2− 2

)2
)

− 1
160

xe−x2
exp

(
− 1

400
x2

(
5e−x2−2

)2
)

− 1
64

x exp
(
− 1

160 000
x2

(
5e−x2−2

)2

×
(
5 exp

(
− 1

400
x2

(
5e−x2−2

)2
)
− 2

)2+- e−x2

× exp
(
− 1

400
x2

(
5e−x2−2

)2
)
.

Using Algorithm II we get k∗ = 2 and then

Ω = [−0.02, 0.1] ,

Figure 6: The dotted region is the set Γρ(Ω) corresponding to Example 7
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Γ
ρ(Ω) =



(
x
y

)
∈ R2

/
|x | ¬ 0.8; |y | ¬ 0.8; x − y ¬ 0.01; −x + y ¬ 0.1;

17
30

y − 1
10

x − 1
4

xe−x2
¬ 0.02; −17

30
y +

1
10

x +
1
4

xe−x2
¬ 0.1;

289
900

y − 31
300

x +
1
40

x exp
(
− 1

400
x2

(
5e−x2 − 2

)2
)
− 1

40
xe−x2

− 1
16

xe−x2 exp
(
− 1

400
x2

(
5e−x2 − 2

)2
)
¬ 0.02;

−
*....,

289
900

y − 31
300

x +
1
40

x exp
(
− 1

400
x2

(
5e−x2 − 2

)2
)

− 1
40

xe−x2 − 1
16

xe−x2 exp
(
− 1

400
x2

(
5e−x2 − 2

)2
) +////-
¬ 0.1



.

7. Maximal output ρ-admissible sets for semilinear discrete delayed system

Consider the uncontrolled semilinear discrete delayed system described by


x(i + 1) =

p∑
j=0

A j x(i − j) + f (x(i), . . . , x(i − p)) i ­ 0

x(0) = x0
x(s) = βs, −p ¬ s ¬ −1.

The corresponding output is

y(i) =
m∑

j=0
Cj x(i − j), i ∈ N, (12)

where the state variable x(i) is in Rn,
(
A j

)
0¬ j¬p

are n × n real matrices and f is
continuous nonlinear functions on Rn×(p+1) and Cj is a q × n real matrix. p and
m are integer such that m ¬ p.

The observation variable y(i) ∈ Rq, satisfies the output constraint

y(i) ∈ Ω, ∀ i ∈ N (13)

an initial condition β =
(
x0, β−1, . . . , β−p

)
∈ Rn×(p+1) is output ρ-admissible

if β ∈ B(0, ρ) and the corresponding output (12) satisfies (13). The set of all such
initial conditions is the maximal output ρ-admissible set Γ̃ρ(Ω).
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We prove that under certain hypotheses on A j , f the maximal output ρ-
admissible set is finitely determined by a finite number of functional inequalities
and leads to algorithmic procedures for its computation.

Define the state variables Λ(i) by
Λ(i) =

(
x(i), x(i − 1), . . . , x(i − p)

) tr

where tr denote the transpose of a matrix. We show that (Λ(i))i­0 is the solution
of the following system{

Λ(i + 1) = ÃΛ(i) + f̃ (Λ(i)), i ­ 0
Λ(0) = β,

where Ã is the matrix define by

Ã =

*.........,

A0 A1 · · · · · · Ap

In 0n×n · · · · · · 0n×n

0n×n
. . .

. . .
...

...
. . .

. . .
. . .

...

0n×n · · · 0n×n In 0n×n

+/////////-
and f̃ is the nonlinear function defined for all z =

(
z0, · · · , zp

) ∈ Rn×(p+1) by

f̃ (z) =
*.....,

f (z(0), . . . , z(p))
0n
...

0n

+/////-
,

where In and 0n×n are respectively the n × n-identity matrix and the n × n-zero
matrix.

Indeed, Λ(0) =
(
x(0), x(−1), . . . , x(−p)

)
= β and

Λ(i+1) =
(
x(i + 1), x(i), . . . ; x(i − p + 1)

) tr

=
*.,

p∑
j=0

A j x(i − j) + f (x(i), . . . , x(i − p)), x(i), . . . , x(i − p + 1)+/-
tr

=

*.......,

A0 A1 · · · · · · Ap
In 0n×n · · · · · · 0n×n

0n×n
. . .

. . .
...

...
. . .

. . .
. . .

...
0n×n · · · 0n×n In 0n×n

+///////-

*.......,

x(i)
x(i − 1)
...
...

x(i − p)

+///////-
+

*.......,

f (x(i), . . . , x(i − p))
0n
...
...

0n

+///////-
= ÃΛ(i) + f̃ (Λ(i)) .
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If we define the matrix C̃ and the nonlinear function Ψ̃ by

C̃ =
(
C0 | · · · Cm | 0q×n · · · 0q×n

)
∈ L

(
Rn(p+1),Rq

)
and

Ψ̃(z) = Ãz + f̃ (z), for every z ∈ Rn(p+1),

then the output function y(i) is described in terms of the new state variable
Λ(i), i.e

y(i) = C̃Λ(i) = C̃Ψ̃i (β).

Thus, the set of all output ρ-admissible initial states is formally given by

Γ̃
ρ(Ω) =

{
β ∈ B(0, ρ) ∩ Rn(p+1)

/
C̃ Ψ̃i (β) ∈ Ω, ∀i ∈ N

}
. (14)

In order to characterize the maximal output sets given formally by (14), we
define for each integer k the set

Γ̃
ρ
k (Ω) =

{
β ∈ B(0, ρ) ∩ Rn(p+1)

/
C̃ Ψ̃i (β) ∈ Ω, ∀i ∈ {0, 1, . . . , k}

}
and then we can use results of Theorems 1 and 2 of Section 5 to characterize the
set Γ̃ρ(Ω) described by Eq. (14).

8. Conclusion

In this work we have characterirezed the maximal output ρ-admissible set
Γρ(Ω) for a class of discrete semilinear system in the case of uncontrolled and
controlled system. Sufficients conditions to ensure the finitely determined of such
set have given. In addition to that we have proposed an algorithm approach to
verify if Γρ(Ω) is finitely determined. The characterization of maximal output ρ-
admissible set for semilinear discrete delayed system has taken into consideration.
To illustrate our results various examples have given. In the future one can
characterize the set Γρ(Ω) for a linear or nonlinear system in case of infinite
dimensional spaces.
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