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Abstract. The article refers to the idea of using the software defined network (SDN) as an effective hardware and software platform enabling 
the creation and dynamic management of distributed ICT infrastructure supporting the rapid prototyping process. The authors proposed a new 
layered reference model remote distributed rapid prototyping that allows the development of heterogeneous, open systems of rapid prototyping 
in a distributed environment. Next, the implementation of this model was presented in which the functioning of the bottom layers of the model 
is based on the SDN architecture. Laboratory tests were carried out for this implementation which allowed to verify the proposed model in the 
real environment, as well as determine its potential and possibilities for further development. Thus, the approach described in the paper may 
contribute to the development and improvement of the efficiency of rapid prototyping processes which individual components are located in 
remote industrial, research and development units. Thanks to this, it will be possible to better integrate production processes as well as optimize 
the costs associated with prototyping. The proposed solution is also a response in this regard to the needs of industry 4.0 in the area of creating 
scalable, controllable and reliable platforms.
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agram illustrating some selected elements that should be inte-
grated with each other within Industry 4.0 is presented in Fig. 1.

1.	 Introduction

The rapid prototyping (RP) process (including mechanical parts) 
is currently one of the most important aspects of the design and 
manufacturing process of new products launched on the market. 
Globalization and high competition forces manufacturers to 
develop innovative solutions immediately. It also involves the 
need to cooperate with other business entities and scientific units 
[1, 2]. The analysis of processes taking place on the contempo-
rary market of producers clearly shows that at present it is less 
and less possible to carry out the full design and prototyping pro-
cess in the area of one company or a single branch within a given 
consortium. Often units involved in prototyping are geographi-
cally dispersed forcing the use of modern communication tech-
nologies to ensure fast and reliable data exchange between them. 
A perfect example of such relationships are producer clusters, 
special economic zones, etc. The ideal solution for integrating 
dispersed resources are therefore modern computer networks.

It should also be noted that currently, when we are at the 
threshold of another industrial revolution, it is necessary to en-
sure compatibility of new solutions with industry 4.0 [2]. A di-

Fig. 1. Industry 4.0
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Therefore, integration of manufacturing processes going 
beyond individual production plants has already become a fact 
and thus it is necessary to create and develop solutions enabling 
cooperation between various economic entities not only at the 
level of IT systems integration but also technology and pro-
duction. The chosen development direction in this area should 
increase the efficiency of prototyping and production processes. 
This can be achieved by using a new approach to support the 
process of collecting and analyzing data from various, distrib-
uted sources (machines, devices). Thanks to this, it will be 
possible to control of the integrated processes on the basis of 
solutions using the features of complex systems, e.g. feedback 
loops. To achieve this, it is necessary to take into account the 
following issues.
●	 Reliable and secure communication infrastructure. It 

should be intended to integrate the distributed, heteroge-
neous environment used in the rapid prototyping process. 
Nowadays, there are many threats related to the functioning 
of the ICT infrastructure, as well as the protection of indus-
trial secrets. Therefore, such infrastructure must guarantee 
the security of transmitted data and ensure quick and reliable 
reconfiguration of logical connections, and in many cases 
also physical connections. This involves both the use of 
appropriate hardware solutions as well as the development 
and implementation of the necessary security mechanisms, 
guaranteeing the integrity and confidentiality of data trans-
mitted between the various elements that are part of the 
prototyping and production process.

●	 Monitoring of the manufacturing process. In the modern 
high-tech industry, the quality of manufactured products and 
sub-assemblies, both final and prototypes, models, etc. plays 
an important role. This is particularly important in a distrib-
uted environment based on remote work [3]. Therefore, in 
the process of rapid prototyping it is necessary to use tools 
supporting the process of monitoring and control of manu-
facturing processes located in remote locations. Considering 
the diversity of manufacturing technologies, this issue re-
quires in many cases an individual approach. Of course, one 
can look for and try to implement also universal solutions. 
An example of this can be registration and then analysis 
of images in high resolution. This approach allows for the 
initial verification of the conformity of the real object with 
the digital model [4]. However, this issue is not discussed 
by the authors in this paper.

●	 Control and synchronization of work. Personalized ac-
tivities in this area based on technical staff are charac-
terized by low efficiency, which is also associated with 
relatively long response time, low flexibility in managing 
available resources, and thus limits the possibility of using 
a methodology of continuous work on the prototype e.g. 
follow-the-sun or RBAC [5, 6]. Thus, it is necessary to 
develop a methodology for managing a distributed proto-
typing process, taking into account the limited partici-
pation of technical personnel. A central and automatic 
mechanism for controlling the prototyping process based 
on a program arbitrator may be an effective solution in this 
area. This architecture also allows the implementation of 

the advanced control mechanisms, such as those described 
in the papers [7‒9].
The process of distributed rapid prototyping is extremely 

complex. Thus, solutions to a number of problems should be 
found before its complete implementation. The authors of this 
paper focused on proposing a model of rapid distributed proto-
typing with particular emphasis on the control of the communi-
cation environment, which is built on the basis of the software 
defined networking model.

The second chapter will describe the general scheme of the 
rapid prototyping process and the proposed network model of 
distributed prototyping using computer networks. The third 
chapter presents the model of using the SDN idea to carry out 
tasks in the area of the distributed rapid prototyping system. The 
fourth chapter is devoted to the presentation of the results of 
ongoing work, including the presentation of the developed phys-
ical and logical infrastructure of the system. The summary will 
present the directions of further research and the potential pos-
sibilities of the proposed model in the production environment.

2.	 The process of rapid prototyping 
in the infrastructure of computer networks

The rapid prototyping process consists of several basic elements 
(stages) which, depending on the technology used, may slightly 
differ from each other [10]. However, its basic outline is pre-
sented in Fig. 2. The first stage of rapid prototyping is always 
associated with conceptual work and the preparation of an initial 
3D or 2D model. In the next steps, a digital model is developed, 
usually with specialized CAD applications, both of general pur-
pose and dedicated to specific solutions. At this stage, the data 
regarding the modeled object has been already verified and pos-
sible corrections are made in relation to the initial assumptions 
obtained at the stage of concept development. It should be re-
membered that any changes introduced at this stage save time 
and limit possible costs related to later corrections. It should be 
noted that currently there are many methods of physical object 
production in the rapid prototyping process, for example, stere-
olithography (SLA), layering and curing of the photopolymer 
(PolyJet), fused deposition modelling (FDM), selective laser 
sintering of metallic powders (SLS), three-dimensional printing 
(3DP) [11‒13]. However, in each of these cases it is required 
to “transfer” (export) the data describing the modeled object to 
the physical production devices. Then the process of physical 
creation of the final object begins, which involves precise spec-
ification of technological parameters, calibration of devices, etc. 
A very important aspect of this stage includes quality control, 
which may take place at its end or during the whole produc-
tion process. If the final object does not meet expectations the 
return to one of the previous stages should take place and the 
appropriate adjustments should be done. Sometimes this requires 
verification of the very concept and initial assumptions.

The contemporary nature of production systems, in partic-
ular those implemented in the Industry 4.0 architecture, has 
the characteristics of a distributed system. The process of in-
formation exchange between nodes is crucial for this class of 
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systems. Interestingly, a node in the case of rapid prototyping 
systems corresponds to the individual stage in Fig. 2. Until 
now, information exchange between particular stages was im-
plemented in a centralized architecture and its implementation 
was not a serious challenge. Often, systems of this class were 
also characterized by homogeneity of the applied solutions. 
One of the basic requirements of Industry 4.0 is the ability to 
combine resources from various locations within one task, in 
which devices constructed by various manufacturers supporting 
various communication standards are located. This task can be 
implemented using an efficient and reliable computer network. 
Modern computer networks have commonly mechanisms corre-
sponding to the requirements of industrial systems, including: 
QoS, encryption mechanisms, adequate level of reliability, 
clock synchronization protocols, etc.

An exemplary diagram of a classic network infrastructure 
allowing the integration of distributed elements involved in the 
rapid prototyping process has been presented in Fig. 3. Thanks 
to the use of broadband computer networks it is possible to 
allocate individual components in remote locations while main-
taining the appropriate transmission quality parameters.

However, the classic approach to computer network man-
agement has strongly reactive nature, which is characterized 
by, among others:
●	 A reactive management model. In this model, individual 

actions are initiated by end users or production processes 
supervised by technicians. After receiving the message, the 
technical staff managing the information system (including 
a computer network) designates a service window within 
which actions related to the reconfiguration of the connection 
network will be carried out. This classic approach to man-

agement prevents quick reconfiguration of the system. It also 
significantly raises the amount of time needed to assemble 
a cluster of production equipment dedicated to the implemen-
tation of a given project or task execution. Additionally, for 
activities carried out in fallow-the-sun mode, it is necessary 
to employ a team managing the network in 24-hour mode.

●	 Closed architecture of automatic management systems. 
There are solutions available on the market that allow dy-
namic change of parameters of computer networks. Thanks 
to this, it becomes possible to actively manage the infra-
structure, including automatic reconfiguration of connec-
tions to set up a cluster of devices. However, these systems 

Fig. 2. Diagram of the rapid prototyping process

Fig. 3. Diagram of network infrastructure supporting the rapid proto-
typing process
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are very expensive and usually dedicated to a homogeneous 
device environment. Unfortunately, their application in 
a real distributed environment of network devices from dif-
ferent manufacturers is limited, and in some cases even im-
possible. At some stage, attempts were made to create their 
own dedicated management systems. The main problem 
during their construction was the lack of a unified, stan-
dardized management protocol common to network devices 
from different manufacturers. The costs of implementing 
and maintaining such solutions were also too high.
The above restrictions significantly hinder and sometimes 

even prevent the creation of an efficient and reliable distributed 
communication system supporting rapid prototyping processes. 
The use of software defined networking in the computer net-
work environment may be helpful here.

3.	 The concept of SDN network in the context  
of rapid prototyping

The concept of an SDN network has been described in detail 
in publications [14‒16]. The general approach to managing the 
communication environment distinguishes it from the classical 
model. Figure 4 presents a model of a simple communication 
system that connects several L1 to Ln locations. In each loca-
tion, the communication system is created by network devices 

(ND) that connect elements used in the rapid prototyping devices 
infrastructures (RPDI) process. Individual locations can be seen 
as separate departments of a given company, teams of engineers, 
various enterprises, etc. The role of a computer network is to 
ensure cooperation between them. Therefore, the communication 
environment must change quickly and create secure communi-
cation channels on demand. In the classic topology shown in 
Fig. 4a, each network device operates with its own autonomous 
control system (Control Plane) and data transmission (Data 
Plane). In the optimal case, the whole environment is managed 
from one place by a specialized network management system 
(NMS) application, which collects information from devices, 
presents them and reactively manages them in the case of a ho-
mogeneous structure. The data flows are marked with a contin-
uous line, and the route of sending control communication is 
marked with a red dotted line. The reactivity of the management 
approach in this case is usually associated with the concept of 
SLA (service level agreement). The work group or data channel 
set up time can be described with the following formula:

	 Ts = tz + tSLA + tp + 
i =1

n

∑ tri
,� (1)

where: Ts means the total duration of the channel configuration 
process or reconfiguration environment, tz – the time required to 

Fig. 4. Control models of connection network: a) classic; b) SDN

a) b)
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report the need for reconfiguration (from several minutes to sev-
eral hours), tSLA means the time that the IT team (or maintenance 
company) has guaranteed in the contract to complete the task 
(4 to 24 hours), tp – the time needed to gather configuration data 
and their presentation to the IT personnel (if the data analysis 
is included, this time can range from several dozen minutes to 
several hours), ∑n

i=1tri
 – time needed to reconfigure individual 

devices in given locations (few minutes per device).
Figure 4b presents the assumptions of the SDN architec-

ture. The data flows are marked with a continuous line, and the 
blue dotted line marks the routes of transmission of the control 
communication. It should be noted that in the classical case, as 
a rule, there are several dozen incompatible protocols of data 
collection and control in the network. In the case of the SDN 
model, the Control Plane layer is transferred from the device 
to the controller in which it is implemented as a software. The 
controller injects flows directly to the devices. One protocol 
(OpenFlow) [17] is used to control network devices (even in the 
case of a heterogeneous environment). The system architecture, 
and in particular its NMS system allows its direct integration 
with applications. Thanks to this, the API can be made available 
to the end user to control network resources using pre-prepared 
patterns. In this case, we can talk about an active network man-
agement model. In many cases, there will be no need for IT 
staff to reconfigure the network (no need to include SLA time). 
These activities will be implemented automatically. Taking the 
above into consideration, formula (1) will take the form:

	 Ts = tzu + tp + 
i =1

n

∑ trai
,� (2)

where: tzu – is the time needed to independently initiate infra-
structure and topological changes in the network, trai

 – time 
needed to reconfigure devices with the assumption of flow level 
management (flow injection). It should be noted that tz À tzu 
i tri

 À trai
.

Thanks to the use of SDN model in a distributed rapid pro-
totyping environment, it becomes possible to significantly ac-
celerate and simplify the process of decision-making and data 
migration needed to complete the subsequent stages of work.

4.	 RDRP model

Considering the above-described issues, the authors proposed 
a new hierarchical model called the remote distributed rapid 
prototyping model (RDRP) (Fig. 5a). This model allows refer-
ring to all mechanisms, processes and technologies accompa-
nying rapid prototyping in the environment of distributed IT 
networks and in the computing cloud. Components of a dis-
tributed system can be individual devices, computers but also 
entire production lines. Let us assume that each of these inde-
pendent elements will be called a RDRP entity. As a rule, enti-
ties are manufactured by different manufacturers and subcon-
tractors. The use of the model allows to clearly define which 
elements must be implemented in a given entity in order to be 

able to communicate with other entities in RDRP. The pro-
ducer of a given entity element focuses only on fulfilling the 
requirements of a given layer. Processes residing in individual 
layers of the RDRP model communicate with their counter-
parts in the same layer located in different enations (Fig. 5b). 
Thanks to the proposed model, manufacturers of appropriate 
devices, e.g. for the physical layer, no longer have to produce 
complicated network control systems for their devices. This is 
what the companies creating systems at the application layer 
are dealing with. Communication for them is provided by spe-
cialized devices appropriate for the network layer. Thus, rapid 
prototyping processes communicate with each other among 
the entities deployed in the distributed network infrastructure. 
In the same way, applications or network protocols commu-
nicate with each other on the appropriate layer. In contrast, 
data flow at individual nodes is carried out from top-down 
and bottom-up, with a restriction on the layer being processed 
on a given node, of course. As a result, the rapid prototyping 
layer approach from individual entities (see Fig. 5b) creates 
one distributed prototyping system that is made available to 
remote users, thus creating remote distributed rapid proto-
typing (RDRP). This approach is beneficial for cost, security 
and implementation time.

Fig. 5. Industry 4.0 a) Remote Distributed Rapid Prototyping Model; 
b) RDRP model from the point of view of the distributed system

a)

b)
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The proposed RDRP model consists of 4 layers:
1.	 the physical layer consists of real components that create 

both network infrastructure (intermediate communication 
devices) as well as end devices, including workstations, 
manufacturing devices (e.g. 3D printers), etc., as well as 
wired and wireless communication infrastructure necessary 
to ensure continuity of data transmission. Currently, most 
industrial devices have network interfaces. For those that do 
not have them, systems for data collection are created that 
have the ability to communicate by IP protocol. Adaptation 
of devices to work in this layer seems to be an easy task. 
In. addition, elements that are part of the Internet of Things 
may function in this layer

2.	 the network layer is responsible for managing network 
mechanisms. At the level of this layer, network device con-
figurations are created. This enables reliable and secure 
communication, including mechanisms for quality assur-
ance (QoS), creation of logical topologies, and defining 
parameters of secure (including encrypted) communication 
channels. Communication protocols such as IP also func-
tion in this layer. It should be clearly stated that this layer 
is non-hardware based. Network management systems will 
reside here whose main task is to create an API for the ap-
plication layer to manage the communication environment. It 
should also be noted that virtual communication devices such 
as those used in the network functions virtualization model 
[18] will be located outside this layer in the physical layer.

3.	 the application layer is responsible for communication be-
tween individual applications on the remote devices con-
nected to the computer network. Data is collected, processed 
and visualized in this layer. The applications residing in this 
layer are also used to model prototype objects and optimize 
their parameters and technological processes. The key to this 
layer is the detailed definition of standards and formats used 
by each application to ensure interoperability. Of course, 
for a given RDRP instance, the set of protocols used may 
be unique. At this stage, we can use the concept of protocol 
compliance domains for which a specific set of interpreting 
parameters will be defined. At present, the team is conduct-
ing research in this area, and results will be published in the 
forthcoming articles.

4.	 the rapid prototyping layer provides a broad view of all 
processes related to the prototyping of individual elements, 
the flow of information between components that are part 
of the rapid prototyping process, as well as the control of 
all stages of this process. Thanks to this, it is possible to 
take an abstract look at the whole process and to visualize 
both technological and business flows between independent 
partners taking part in it. It should be emphasized that this 
layer is closely related to the model of rapid prototyping 
shown in Fig. 2.

The presented model has character of open systems. As a result, 
it is possible to continuously create new applications, develop 
new protocols, develop and introduce new manufacturing tech-
nologies in the process of rapid prototyping as well as what 
has already been mentioned the interaction of many different 
components in a high- heterogeneous environment.

The model presented above has a unique character because 
it combines the features of a technical model (such as for ex-
ample in the ISO/OSI model [19]) with an abstract model. The 
hybrid nature of the model allowed for its better adaptation 
to the market requirements and new trends noticeable in the 
industry.

4.1. SDN networks for RDRP model. The first tests carried 
out showed clearly that the key to the proper functioning of the 
entire RDRP system is to ensure an adequate communication 
layer. Among many available architectures, the SDN model 
was chosen because its application enables the implementation 
of communication functionalities in the two lowest layers of 
the RDRP model. The benefits of choosing the SDN architec-
ture are described in Section 3. In this part, the authors want 
to present practical conclusions from the implementation of 
SDN in the actual laboratory structure. Figure 6 illustrates the 
functional scope of individual layers of the RDRP model and 
relations between them using the SDN technology.

4.2. Implementation of the RDRP model based on SDN ar-
chitecture in a laboratory environment. The communication 
environment for the proposed RDRP model was developed 
based on the resources of the laboratory of converged systems, 
the Department of Complex Systems and the Laboratory of 
Rapid Prototyping in Rzeszów University of Technology. Alca-
tel-Lucent OmniSwitch 6860E as well as the OmniSwitch 6900 
were used in the communication physical layer (Fig. 7). The 
SDN controller was developed using Open Source software, 
including FloodLight [20] software and the controller architec-
ture for complex and distributed network environments, which 
was described in detail in [21].

A model based on the theory of complex systems was used 
to create software for managing the prototyping environment 
[22‒25]. Taking into consideration the above-mentioned tech-
nological conditions in Fig. 8, the architecture of the RDRP 
system has been presented, including the implemented com-
munication system based on SDN.

It was assumed that three teams would perform their work 
remotely. Ultimately, based on the adopted model, the number 
of teams would be limited only by the availability of resources 
and in particular the possibility of their allocation in a given 
allocation unit (see Fig. 9). During the implementation of the 
work the following design assumptions were adopted:
●	 The system should ensure full isolation of resources used 

by individual T1, T2 and T3 teams. This isolation can be 
achieved, among others, by assigning units to various ded-
icated VLANs in the 802.1q or Q in Q standard. The es-
sence of the operation of such a system is, among others 
ensuring full confidentiality of transmitted information and 
their consistency.

●	 For the purposes of the experiment, technical resources from 
R1 to R4 are available through a computer network and com-
municated with the SDN controller. Among them, we can 
distinguish two types: sequential devices – available only in 
a given unit of time only for one team and parallel devices 
– available simultaneously for a larger number of teams. In 
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the case of the R1 resource, parallelization was achieved 
through the use of virtualization platforms. Thanks to this, 
CAD modeling software was launched on separate system 
instances, which allowed the independent (parallel) opera-
tion of separate teams, using a common hardware platform.

●	 Team requests are registered by the system via the website 
and supported by the scheduler who allocates resources an-
alyzing their availability. The scheduler is dedicated to op-
timize the use of resources based on the analysis of planned 
tasks. At this stage T1, T2 and T3 are also treated as resources 
with a specific availability time.

●	 The operation of a given Tn team can be interrupted, then 
the current state must be stored in the dedicated memory 
area Fn and restored after the team has again obtained access 
to the system. This solution enables effective scheduling 

Fig. 6. Correlation of the SDN architecture with the RDRP model

Fig. 7. SDN infrastructure in laboratory
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of individual teams’ work as well as more efficient use of 
available resources. An exception are resources that must 
be available until the job is completed (e.g. machine tool, 
3D printer, etc.).

●	 The system must enable the detection of anomalous situa-
tions both in the case of industrial equipment as well as in 
the case of network traffic.
In the next step, the system was implemented and launched 

at the communication layer. During the work, the research fo-

Fig. 8. Diagram of the implemented communication system for the RDRP model based on SDN

Fig. 9. Allocation of resources in time

Av
ai

la
bl

e 
re

so
ur

ce
s

Time [τ ]

T1

T1

T2

T2

T2T1/T2

τi τi + 1 τi + 2 τi + 3 τi + 4 τi + 5 τi + 6

R1

R2

R3

R4

cused mainly on the methods of automatic cluster creation for 
teams. An exemplary scheme of these operations is presented 
in Fig. 8. Two teams T1 and T2 used the system simultaneously, 
where: T1 ← (R1, R2, F1) and T2 ← (R1, R3, R4, F2). Detailed al-
location of resources in time τ including their sharing is shown 
in Fig. 9. In the case of the T1 team, the bold line indicates 
the appropriate resource allocation, while in the case of the 
T2 team, it is represented with dotted line and gray filling. 
During the work, it was assumed that the time unit τ is globally 
definable for the whole system and can take discrete values. 
The research has shown that the correct selection of the time 
unit value is of great importance for the efficiency of resource 
allocation and minimization of their inactivity time. Further 
research will focus on the possibility of dynamic allocation 
of time.

The entire system was coordinated by applications for han-
dling requests and time allocation. The application is at the 
initial stage of development and the allocation of resources was 
carried out statically according to previously prepared patterns.

4.3. Results. As a result of a series of experiments related to 
the automatic allocation of resources in the RDRP model, the 
following conclusions were made:
●	 The use of SDN architecture is the most effective in consis-

tent communication environments that have SDN devices. 
When using the model in a WAN environment, it may be 
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necessary to use a hybrid model (Pseudo SDN) or use tun-
neling techniques to make a part of the incompatible infra-
structure “transparent” for SDN [21].

●	 The use of SDN architecture fully meets all the requirements 
set by the first and second layer of the RDRP model. Addi-
tionally, it is possible to easily integrate these layers with 
the application layer.

●	 It is necessary to develop an algorithm for automatic al-
location of resources. The algorithm must be real-time or 
near-real-time. The optimization tasks that this algorithm 
will solve are well known. However, in order to shorten 
the time of its operation it is possible to use mechanisms 
borrowed from genetic algorithms [26] or algorithms based 
on graph association (neural networks, clustering methods, 
k-partite graphs), etc.

●	 It should also be remembered that the management of the 
planning process when allocating resources in the RDRP 
model also refers to the existence of the phenomenon of 
incomplete information, which is characteristic for the ma-
jority of project processes. Therefore, it is necessary in the 
future to develop the methods of taking this phenomenon 
into account for the process of allocation of resources for 
the proposed model.

●	 Simulations have shown that for the proposed architecture 
it is possible to use the methods of detecting anomalies in 
network traffic described in the works [27]. At the same 
time, using the appropriate adapters, it is also possible to 
detect anomalies in the operation of industrial equipment 
[28]. Information about these anomalies could be collected 
and gathered in a dedicated controller module, e.g. SDN, 
and then used for the current control of the communication 
infrastructure and the rapid prototyping process itself. In 
the future, it would be possible to develop mechanisms of 
prediction and counteracting anomalies for RP.

5.	 Conclusions

The dynamic development of industrial clusters, the integra-
tion of research centers with industry, the emergence of new 
start-up companies forces the creation of new models and 
technical solutions not only supporting design and manufac-
turing processes inside them, but also (and perhaps above all) 
supporting cooperation between them. Therefore, the authors 
developed a new remote distributed rapid prototyping model 
(RDRP). It is characterized by openness as well as heteroge-
neity in the area of communication and design-manufacturing 
infrastructure.

Of course, as indicated in Section 4 there are many areas 
in which further work should be carried out. They are related 
to, among others, network integration of various solutions not 
connected with each other so far and in the long term the need 
to integrate with Industry 4.0 and IoT. However, after the first 
tests in a controllable laboratory environment, the suitability, 
flexibility and scalability of both the RDRP model and the SDN 
were confirmed to increase the potential of rapid prototyping 
processes. Moreover, the proposed architecture allows to im-

plement of many various algorithms, for example in the image 
recognition area [29] which can be used in the automation of 
the control and verification process (Fig. 8).
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