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Abstract 

Given its importance in water resources management, particularly in terms of minimizing flood or drought 
hazards, precipitation forecasting has seen a wide variety of approaches tested. As monthly precipitation time 
series have nonlinear features and multiple time scales, wavelet, seasonal auto regressive integrated moving av-
erage (SARIMA) and hybrid artificial neural network (ANN) methods were tested for their ability to accurately 
predict monthly precipitation. A 40-year (1970–2009) precipitation time series from Iran’s Nahavand meteoro-
logical station (34°12’N lat., 48°22’E long.) was decomposed into one low frequency subseries and several high 
frequency sub-series by wavelet transform. The low frequency sub-series were predicted with a SARIMA model, 
while high frequency subseries were predicted with an ANN. Finally, the predicted subseries were reconstructed 
to predict the precipitation of future single months. Comparing model-generated values with observed data, the 
wavelet-SARIMA-ANN model was seen to outperform wavelet-ANN and wavelet-SARIMA models in terms of 
precipitation forecasting accuracy. 

Key words: artificial neural network (ANN), precipitation forecasting, seasonal auto regressive integrated mov-
ing average (SARIMA), water resources management, wavelet 

INTRODUCTION 

Precipitation is a major hydrologic variable, es-
pecially in the context of climate change, and as such 
its prediction is important in water resources engi-
neering, planning and management [ADAMOWSKI et 
al. 2010; HALBE et al. 2013; SAADAT et al. 2011]. 
The spatiotemporally complex atmospheric process of 
precipitation is difficult to predict given the apparent 
stochastic properties of precipitation series. To set 
water resource planning goals, long-term precipitation 

series are required and many efforts have been made 
to find the most suitable procedure for predicting pre-
cipitation. A number of classic time series models, 
including auto-regressive integrated moving average 
(ARIMA) models, have been developed for hydrolog-
ical time series prediction [SALAS et al. 1980]. As-
suming data to be stationary, these essentially linear 
models have a restricted ability to capture non-
stationarity and non-linearity in hydrological data. 
Other precipitation prediction methods include pairing 
physical, marine, meteorological or satellite data with 
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a prediction model, or employing data handling tools 
such as artificial neural networks (ANNs) or fuzzy 
logic. Of the several numeral weather forecasting 
models recently developed, most have been limited to 
short term predictions [TANTANEE et al. 2005].  

As self-learning and self-adaptive function ap-
proximators, ANNs have shown a great capacity to 
model and predict non-linear hydrologic time series 
[ADAMOWSKI et al. 2012a; 2013; BELAYNEH et al. 
2014; GOYAL et al. 2014; HAIDARY et al. 2013; KAR-
RAN et al. 2014; RATHINASAMY et al. 2015; TIWARI, 
ADAMOWSKI 2014]. In spite of the frequently success-
ful use of ANNs in modeling hydrologic time series, 
on occasion they perform poorly, particularly when 
signal vacillations are highly non-stationary or physi-
cal hydrologic process occur under a large range of 
time scales (e.g., 1 day to several decades). Under 
such conditions, ANNs may not be capable of over-
coming the limitations imposed by the data’s non- 
-stationarity without pre-processing of the input 
and/or output data [CANNAS et al. 2006]. Wavelet 
transform is a powerful tool to apply when confronted 
with non-stationary time series as it is uniquely capa-
ble of discerning unusual events (outliers) through 
localized time and frequency analysis [ADAMOWSKI, 
PROKOPH 2013; AKANSU et al. 2010; ARAGHI et al. 
2015; CAMPISI et al. 2012; NOURANI et al. 2014; 
RATHINASAMY et al. 2014; SELESNICK et al. 2005; 
TIWARI, ADAMOWSKI 2015]. 

Wavelet transforms address the fundamental 
weakness of Fourier analysis, namely that the Fourier 
spectrum contains only globally averaged data. Data 
pre-processing can be performed by time series de-
composition into subseries using wavelet transforms. 
The wavelet decomposition of non-stationary time 
series into distinctive scales provides an explanation 
of the series’ structure and extracts meaningful infor-
mation about its history, using several coefficients 
[NASON, VON SACHS 1999]. In wavelet transform, 
time series data are decomposed into approximations 
and detailed subseries; approximations are the high-
scale, low frequency constituents of the signal, and 
the details are the low-scale and high frequency con-
stituents [ADAMOWSKI et al. 2012b]. For example, 
wavelet analysis was employed for the decomposition 
of interdecadal and interannual portions of northern 
China’s rainy season (summer monsoon) precipitation 
time series [LU 2002]. TANTANEE et al. [2005], em-
ploying a wavelet-ARIMA procedure to predict pre-
cipitation in northeastern Thailand, found it to outper-
form an ARIMA model operating alone.  

Applying wavelet-gene-expression programming 
(WGEP) and wavelet-neuro-fuzzy (WNF) models to 
predict daily precipitation in western Turkey, KISI and 
SHIRI [2011] found the new hybrid WGEP model to 
be more effective than the WNF models. Similarly, 
using a combined wavelet-support vector machine 
model for daily precipitation prediction at two mete-
orological stations in western Turkey, KISI and CIMEN 
[2012] found the combined model to exhibit greater 

prediction accuracy than the support vector machine 
model alone. These studies demonstrate the efficiency 
and accuracy of wavelet transform as a tool for pre-
cisely locating irregularly distributed multi-scale spa-
tiotemporal particularities in climate elements.   

The main aim of the present study was to predict 
precipitation at the Nahavand meteorological station 
in Iran using a wavelet-SARIMA-ANN (WSA) mod-
el. The main advantage of wavelet transform is that it 
allows one to study different treatments independently 
on distinct time scales. The Nahavand precipitation 
series data was only decomposed to 1, 2 and 3 levels 
as further decomposition levels did not improve pre-
diction accuracy. Given ANNs ability to predict non- 
-stationary and non-linear time series, the detail sub-
series were predicted using an ANN. However, the 
approximations were predicted using a SARIMA 
model, given this model’s particular suitability for 
forecasting stationary time series. The predicted ap-
proximation and detail subseries were subjected to an 
inverse wavelet transform to reconstruct the signal. 
The precipitation forecasting accuracy of the wavelet-
SARIMA-ANN model was compared to that of wave-
let-ANN and wavelet-SARIMA models. The sensitiv-
ity of pre-processing to wavelet type (coif1, db3, or 
dmey) and decomposition level were also examined. 

WAVELET TRANSFORM 

Mathematical functions which serve in the analy-
sis of non-stationary time-series, wavelet transforms 
allow one to decompose time series into low frequen-
cy and high frequency information, thereby exposing 
trends, break-down points, and discontinuities in the 
data that other signal analysis methods might miss 
[ADAMOWSKI et al. 2009; KIM, VALDES 2003; NAL-

LEY et al. 2012; 2013]. Another advantage of wavelet 
transforms is the flexibility of choice in selecting 
a mother wavelet according to the properties of the 
time series [ADAMOWSKI, CHAN 2011; ARAGHI et al. 
2014; PINGALE et al. 2014]. Continuous wavelet anal-
ysis (CWT) represents the sum over all time of the 
signal, multiplied by scale and shifted versions of the 
mother wavelet analysis ߰ [KIM, VALDES 2003]: 

 ܹሺ߬, ሻݏ ൌ
ଵ

ඥ|௦|
׬ ሻ߰∗ାஶݐሺݔ
ିஶ ቀ

௧ିఛ

௦
ቁdt  (1) 

where, s is the scale parameter, t is time, and τ is the 
shift parameter [KIM, VALDES 2003]. Each scale cor-
responds to the width of the wavelet. While a CWT is 
useful in processing various images and signals, it is 
seldom used for prediction as its calculations are in-
tricate and lengthy in terms of time. As an alternative, 
in prediction applications, the discrete wavelet trans-
form (DWT) is applied, due to its simplicity and 
shorter calculation time. The scales and shifts of the 
DWT are usually based on powers of two (dyadic 
scales and shifts). This is obtained by altering the 
wavelet transform: 
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ೕ

௦బ
ೕ ൰௞  ሺ݇ሻ  (2)ݔ

where, j and m are integers which control the scale 
and shift, respectively, ݏ଴ > 1 is a fixed expansion 
step, and τ0 is a shift parameter based on the afore-
mentioned expansion step. The impact of discretizing 
the wavelet transform is that the time-space scale is 
sampled at discrete levels. The DWT functions like 
a pair of high-pass and low-pass filters. The time se-
ries is decomposed into one comprising its trend (the 
approximation) and one comprising the high frequen-
cies and the fast events (the details) [ADAMOWSKI, 
SUN 2010]. In the present study, the detail coefficients 
and approximation sub-time series were obtained us-
ing eq. (2).  

MATERIALS AND METHODS 

ARTIFICIAL NEURAL NETWORKS 

In most cases, an ANN is an adaptive system that 
alters its structure based on external or internal data 
passing through its network during the learning stage. 
An ANN model is therefore a nonlinear statistical 
data tool, which can thus be applied to model rela-
tionships between inputs and outputs. Although sev-
eral ANN models have been suggested, the most pop-
ular for time series prediction are multi-layer feed- 
-forward networks [SANTOS et al. 2003]. Application 
of an ANN includes three basic steps: network archi-
tecture determination, network learning, and network 
verification. The architecture is determined by the 
number of layers, number of neurons per layer, type 
of connection between layers (activation functions), 
and the type of network. One of the most commonly 
used algorithms for ANN learning is the error back- 
-propagation algorithm, which is applied in the pre-
sent paper. Finally, in the verification process, the 
network is used to simulate a data set which was not 
used during the learning process. The results are then 
compared with the observed data in order to verify 
whether the trained network is able to generalize the 
results obtained during the learning process [SANTOS 
et al. 2009]. 

SEASONAL AUTOREGRESSIVE INTEGRATED 
MOVING AVERAGE  

Seasonal autoregressive integrated moving aver-
age (SARIMA) is a popular linear model for predict-
ing seasonal time series. A time series ሼܼ௧|1,2, … , ݇ሽ 
is created by the SARIMA process of Box and Jen-
kins time series modeling [BOX, JENKINS 1976] if: 

߶௣ሺܤሻ߮௉ܤ௦ሺ1 െ ሻௗሺ1ܤ െ ௦ሻ஽ܼ௧ܤ ൌ  ௦ሻ  (3)ܤሻΘொሺܤ௤ሺߠ	

Where p, d, q, P, D, Q are integers, s is the sea-
son length: 

 ߶௣ሺܤሻ ൌ 1 െ ߶ଵሺܤሻ െ ߶ଶܤଶ െ ⋯െ ߶௣ܤ௣  (4) 

 ߮௉ሺܤ௦ሻ ൌ 1 െ ߮௦ܤ௦ െ ߮ଶ௦ܤଶ௦ െ ⋯െ ߮௉௦ܤ௉௦  (5) 

ሻܤ௤ሺߠ  ൌ 1 െ ଶܤଶߠ-ଵBߠ െ ⋯െ  ௤  (6)ܤ௤ߠ

 Θொሺܤ௦ሻ ൌ 1 െ Θ௦ܤ௦ െ Θଶ௦ܤଶ௦ െ ⋯െ Θொ௦ܤொ௦  (7) 

As polynomials in B, where B is the backwards 
transfer factor, ߝ௧ is the estimated residual at time t, d 
is the number of normal difference, D is the number 
of seasonal differences, ܼ௧ indicates the observed val-
ue at time t, t = 1, 2, …, k. ߝ௧ is independently and 
definitely distributed as a normal random variable 
with mean 0 and constant variance	ߪଶ. The roots of 
߶௣ሺܼሻ ൌ 0 and ߠ௤ሺܼሻ ൌ 0 are all situated outside the 
unit circle. Fitting a SARIMA model to data entails 
a four-step iterative process: (i) discerning the 
SARIMA (p, d, q) (P, D, Q) structure; (ii) estimating 
unknown parameters; (iii) carrying out goodness of-fit 
tests on the estimated residuals; and (iv) predicting 
future values based on the known data. The fitting of 
SARIMA models requires the use of autocorrelation 
function (ACF) charts.  

MODEL DEVELOPMENT 

In this study some irregular mother wavelets 
(e.g., coif1, db3, dmey) were applied for decomposi-
tion of the time series. To predict precipitation one 
month ahead of time, the precipitation time series was 
decomposed into one, two and three decomposition 
levels using coif1, db3 or dmey mother wavelets 
through code written in Matlab Software. Increasing 
the number of decomposition levels beyond three, and 
therefore the number of sub series (details and ap-
proximation), introduced greater error and led to 
a drastic reduction in parsimony. Therefore, only the 
first three levels of decomposition were considered. 
The low frequency content of the signals (approxima-
tion) represents the identity of the signal. The high 
frequency content of the signals shows the signal de-
tails. Each of the details signals was trained with 
a single neural network, while each low frequency 
approximation signal was predicted using a SARIMA 
forecasting model.  

An ANN consisting of a three layer feed forward 
perceptron structure and a back-propagation algorithm 
(BP) was determined to be appropriate for prediction 
of non-linearity and high frequency series such as 
details. An individual Multi Layer Perceptron (MLP) 
feed forward ANN was trained for each level’s detail 
sub-series to predict normalized detail sub series (as 
output layer neuron (dt)). To determine the optimal 
number of input neurons for the ANN model, dt with 
lags 1 to 4 (dt–1, dt–2, …, dt–4) were considered for 
training each network. The neurons that increased 
model accuracy were selected as optimum input neu-
rons and there was a single output neuron (normalized 
dt). In order to obtain the parameters of the ANN 
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model (number of hidden nodes, the learning rate and 
the momentum value), the data set was divided into 
two parts: training and testing sets. A logistic sigmoid 
transfer function was applied in the hidden layer. The 
network was trained in 1000 epochs using the Leven-
berg–Marquardt learning algorithm with a learning 
rate of 0.001 and a momentum value of 0.7. In ANN 
modeling, the number of neurons in the input and 
output layers is determined by the number of input 
and output variables of the system under study, re-
spectively. The model parameters were chosen by trial 
and error procedure and one hundred trials of random 
initial weights were considered to prevent the ANN 
method from falling in a local minimum. The optimal 
number of neurons in the hidden layer was obtained 
by trial and error by changing the number of neurons 
from 3 to 15. Each detail series was divided into three 
parts. The first 75% of the total series served as 
a training set, the second 10% served for cross valida-
tion and the final 15% was used for testing. The time 
series data were normalized to values between 0 and 1 
prior to serving as an ANN input: 

 ݀௧ ൌ
ሺௗ೔ିௗ೘೔೙ሻ

ሺௗ೘ೌೣିௗ೘೔೙ሻ
  (8) 

where dt is the normalized detail sub series, dmax and 
dmin are the maximum and minimum of detail sub se-
ries, respectively, and di, is the detail in decomposi-
tion level i.  

In the next step, the forecasting of approximate 
sub series in different decomposition levels, a SARI-
MA model was used. Finally, predicted details and 
approximate sub series were summed to forecast one- 
-month-ahead precipitation. For example, in decom-
position level 3, details sub series with the predicted 

details (D1(t)
* ،D2(t)

* and D3(t)
*) and predicted approxi-

mate sub series A3(t)
* were summed to obtain one 

month ahead precipitation.  

 R(t+1) = A3
*
(t) + D3

*
(t) + D2

*
(t) + D1

*
(t)  (9)  

The coefficient of determination (R2) and root 
mean square error (RMSE) were used to compare the 
performance of the different models: 

 ܴଶ ൌ 1 െ
∑ ሺோ೔ିோഢ෢ሻమಿ
೔స	భ
∑ ሺோഢ෢ିோതሻమಿ
೔స	భ

  (10) 

ܧܵܯܴ  ൌ ට∑ ሺோ೔ିோഢ෢ሻಿ
೔సభ

ே
   (11) 

where R2, N, Ri, ܴన෡ , ܴ	ഥ  are determination coefficient, 
number of observations, observed data, predicted val-
ues and mean of observed data, respectively.  

STUDY AREA 

The data used in this paper was obtained from 
a meteorological station situated on the Nahavand 
plain of western Iran’s Hamedan province (34°12’N 
lat., 48°22’E long.). 644 km2 in area, the Nahavand 
plain ranges in elevation between 1402 m and 3400 m 
above mean sea elevation. A 40-year (1970–2009) 
monthly precipitation time series was used in this 
study (Fig. 1). The monthly mean and maximum pre-
cipitation over this period were 44.4 mm and 261 mm, 
respectively. The mean monthly temperatures vary 
from –2.1Ԩ	in February to 23.67°C in July. A strong 
seasonality was clearly seen in the time series.  

 

Fig. 1. Monthly precipitation time series; source: own study 

RESULTS AND DISCUSSION  

This research attempted to analyze the influences 
of the applied mother wavelet type as well as decom-
position level on model performance. Hence, precipi-
tation time series were broken up to one, two and 
three levels by three different types of wavelet trans-

forms, i.e., (1) Daubechies wavelet (db3), the most 
commonly used wavelet, (2) coif1 wavelet, which is 
characterized by three sharp peaks and (4) dmey 
wavelet, which has an irregular shape, in order to ob-
tain detail and approximate sub series. For instance, 
the decomposition level 2 through the db3 mother 
wavelet for a 100 month segment of the full series 
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(Fig. 2) showed the approximation signal to have pre-
served the overall form of the main signal, while the 
details signals showed most of the noise portion of the 
full time series.  

 

 

 

Fig. 2. Approximation and detail subseries of precipitation 
using the db3 wavelet (level 2); source: own study 

Each of the details obtained through optimum 
lags were used to predict details over the testing peri-
od (Tab. 1). Prediction accuracy of details (d1, d2 and 
d3) obtained from a db3 mother wavelet at decomposi-
tion level 3 exceeded that of other models in terms of 
evaluation criteria. Detail d3 obtained from db3 with 
4-19-1 ANN layers had the smallest error among 
ANN models. Nonetheless, results of prediction de-
tails d1, d2 and d3 calculated in decomposition level 3 
using the coif1 mother wavelet were similar to those 
obtained with db3 mother wavelet (Tab. 1).  

In the next stage, a SARIMA (p, d, q) (P, D, Q) 
model was applied to each approximation component 
of precipitation. The parameters p, d, and q were es-
timated for each approximation. The ACF plot of the 
a2 (level 2 approximation) sub-signal, resulting from 
a coif1 mother wavelet, showed the a2 signal to be 
a seasonal wave with a period of 12 months (Fig. 3). 
Therefore, the SARIMA model with a 12 month sea-
sonality and 2 sequence differencing was a potential 
model for the modeling of a2. To select the exact se-
lection of patterns for the SARIMA model’s (p, d, q) 
(P, D, Q) values, various combinations were evaluat-  
 

Table 1. Rainfall prediction accuracy, as assessed by R2 and 
RMSE, for artificial neural networks (ANNs) varying in 
structure, along with the mother wavelet and wavelet de-
composition level of the associated wavelet analysis 
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db3 1 d1 1-5-1 0.74 1.75
db3 

2 
d1 1-7-1 0.74 1.73

db3 d2 2-16-1 0.80 1.65
db3 

3 
d1 1-14-1 0.72 1.77

db3 d2 2-8-1 0.85 1.01
db3 d3 4-19-1 0.88 0.99

coif1 1 d1 1-14-1 0.68 2.10
coif1 

2 
d1 1-6-1 0.71 1.79

coif1 d2 2-10-1 0.79 1.66
coif1 

3 
d1 1-5-1 0.77 1.68

coif1 d2 2-7-1 0.84 1.03
coif1 d3 3-10-1 0.83 1.09
dmey 1 d1 1-6-1 0.66 2.18
dmey 

2 
d1 2-9-1 0.74 1.75

dmey d2 3-5-1 0.68 2.07
dmey 

3 
d1 2-16-1 0.73 1.75

dmey d2 2-11-1 0.71 1.79
dmey d3 4-7-1 0.68 2.89

Source: own study. 

 

Fig. 3. Autocorrelation function (ACF) plot of  
approximation (a2) using the coif1 wavelet;  

source: own study 

ed based on the error criteria of mean absolute per-
centage error (MAPE), mean square error (MSE), and 
RMSE. A SARIMA (3, 0, 0) (3, 2, 3)12 model showed 
the lowest error criteria. The coefficients of the 
SARIMA (3, 0, 0) (3, 2, 3)12 model were obtained 
using Minitab software. Considering this model’s re-
siduals values, the bell shape of its frequency histo-
gram, the appropriate adaptation of observed and the-
oretical values as well the ACF and PACF (partial 
autocorrelation function) being inside the independent 
boundary (Fig. 4), confirmed that the model was well 
fitted. 
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Fig. 4. Normal probability and histogram of residual; autocorrelation function (ACF)  
and partial autocorrelation function (PACF) plot for residual of SARIMA model in a2; source: own study 

with 5% signification limits for the autocorrelations 

with 5% signification limits for the partial autocorrelations 

Residual plots for a2 

Normal probability plot of the residuals Residuals versus the fitted values 

Histogram of the residuals Residuals versus the order of the data 

Residual Fitted value 

Residual Observation order 

A
C

F
 o

f S
A

R
IM

A
 m

od
el

 r
es

id
u

al
s 

fo
r 

a 2
 

P
A

C
F

 o
f 

S
A

R
IM

A
 m

od
el

 r
es

id
ua

l f
or

 a
2
 

P
er

ce
nt

 
F

re
qu

en
cy

 

R
es

id
ua

l 
R

es
id

ua
l 

Lag 

Lag 



A wavelet-SARIMA-ANN hybrid model for precipitation forecasting 33 

 © PAN in Warsaw, 2016; © ITP in Falenty, 2016; Journal of Water and Land Development. No. 28 (I–III) 

Similarly, appropriate SARIMA models were 
found for a1, a2, a3, obtained through various mother 
wavelets (coif1, db3, dmey). In the next step the pre-
diction of approximate sub series by the SARIMA 
model was tested using the last 15% of data (72 
months). The accuracy criterion of R2 for the SARI-
MA model (Tab. 2) showed that an a2 approximate 
sub series with structure SARIMA (3,0,0)(3,2,3)12 

obtained from a coif1 mother wavelet showed the 
greatest accuracy amongst the SARIMA models 
(R2 = 0.98), while an a3 with a SARIMA (3,0,0) 
(3,1,3)12 structure, developed from a db3 mother 
wavelet, was the second most accurate (R2 = 0.97). 

Table 2. Prediction accuracy of seasonal, auto, regressive 
integrating average (SARIMA) models for approximation 

Approximation 
Mother  

wavelet type 
SARIMA R2 

a1 coif1  (3,0,0)(2,1,2)12 0.85 
a2 coif1  (3,0,0)(3,2,3)12 0.98 
a3 coif1  (3,1,0)(3,2,3)12 0.96 
a1 db3  (3,0,0)(2,2,1)12 0.86 
a2 db3  (3,0,0)(3,2,3)12 0.95 
a3 db3  (3,0,0)(3,1,3)12 0.97 
a1 dmey  (3,0,0)(3,2,3)12 0.82 
a2 dmey  (3,0,0)(3,2,3)12 0.73 
a3 dmey  (2,0,0)(2,1,3)12 0.96 

Source: own study. 

To obtain the predicted precipitation, reconstruc-
tion was carried out by summing the predicted details 
and approximation. Table 3 illustrates the adaptation 
of the SARIMA model and ANN structure for various 
mother wavelets. Table 3 indicates that the models 
obtained from decomposition level 3 through db3 per-
formed better than other models in terms of R2 and 
RMSE, while models obtained by level 2 and 3 de-
composition using coif1 showed a similar accuracy as 
models obtained from db3 (Tab. 3). 

Table 3. Accuracy assessment of precipitation models ob-
tained using a wavelet-SARIMA-ANN (WSA) model 

Mother  
wavelet type 

Decomposition 
level 

R2 RMSE 

db3 1 0.650 2.19 
db3 2 0.950 1.23 
db3 3 0.970 1.19 

coif1 1 0.680 2.34 
coif1 2 0.965 1.22 
coif1 3 0.967 1.22 
dmey 1 0.630 2.22 
dmey 2 0.860 1.45 
dmey 3 0.810 1.78 

Source: own study. 

To further evaluate the proposed wavelet- 
-SARIMA-ANN (WSA) models’ accuracy, plots of 
predicted time series were plotted against observed 
values at decomposition levels of 2 and 3 for mother 
wavelets db3, dmey and coif1 (Fig. 5, 6 and 7, respec-
tively).  Data  computed  from  decomposition  level 3 

 

 
Fig. 5. Plot of observed versus computed precipitation  

using wavelets of level 2 and 3 using the coif1 wavelet; 
source: own study 

 

 
Fig. 6. Plot of observed versus computed precipitation using 
wavelet transform and levels 2 and 3 using the db3 wavelet; 

source: own study 

through db3 showed the best correspondence between 
modelled and observed data overall, particularly for 
peak points, which are important in water resource 
management. While models computed at decomposi-
tion levels 2 and 3 through coif1 also showed a close 
overlap with observed data (Fig. 5), models computed 
at level 3 through dmey were poor compared to other 
models, particularly in terms of forecasting peak 
points. 
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Fig. 7. Plot of observed versus computed precipitation using 
wavelet transform at levels 2 and 3 using the dmey wavelet; 

source: own study 

In order to evaluate the predictive ability of the 
proposed WSA model, some comparisons for model-
ing of the precipitation process were done with 
SARIMA and W-ANN models alone (Tab. 4). The 
accuracy of the W-ANN model (details and approxi-
mation are imposed to ANN) using mother wavelets 
(db3, coif1, dmey) at all decomposition levels was 
less accurate than that of the WSA (Tab. 4). Moreo-
ver, the SARIMA (3, 0, 3) (0, 1, 2)12 model, with an 
R2 of 0.69, exhibited poor precipitation modelling 
ability. 

Table 4. Results of prediction using wavelet-artificial neu-
ral network (W-ANN) model 

Wavelet type 
Decomposition 

level 
R2 RMSE 

db3 1 0.68 2.35 
db3 2 0.78 2.01 
db3 3 0.70 2.33 

coif1 1 0.77 2.03 
coif1 2 0.89 1.43 
coif1 3 0.77 2.04 
dmey 1 0.64 2.50 
dmey 2 0.80 1.99 
dmey 3 0.77 2.03 

Source: own study. 

CONCLUSION  

An attempt was made to model monthly precipi-
tation using the properties of noisy wave simplifica-
tion through wavelet decomposition procedures. 
Overall, the extracted cycles from the hydrological 
wave obtained through the wavelet transform repre-
sented physical concepts and particular climatic char-

acteristics. Short and long term features of hydrologi-
cal events could be identified through analysis of 
these frequencies (low and high frequencies). The 
monthly precipitation at the Nahavand station (Hame-
dan province, Iran) was considered for this purpose. 
Precipitation data were decomposed to 1, 2 and 3 lev-
els. Every level contained an approximation repre-
senting the smooth view of the original wave and was 
compatible with modelling using SARIMA group 
models. In contrast, the details which were of a noisy 
nature could be best analyzed by artificial intelligence 
procedures (i.e. ANNs). Therefore each detail was 
trained with an ANN, while approximation prediction 
was performed with a SARIMA model. Predicting 
approximations with the SARIMA model and details 
with an ANN increased accuracy (greater R2 between 
observed and computed) of the WSA model compared 
with SARIMA or W-ANN models alone. Decomposi-
tion with db3 and coif1 wavelets led to more accurate 
predictions than decomposition with the demey wave-
let. This may be attributable to a similarity between 
the precipitation time series and the coif and db3 
mother wavelets involved in the effective separation 
of low-frequency and high frequency events in the 
precipitation time series. This led to the greater accu-
racy of the WSA model compared to the W-ANN 
models. The WSA model also showed a greater preci-
sion of results in terms of precipitation peaks, an im-
portant element in precipitation modeling. In investi-
gating the effect of decomposition level on model 
performance, it was found that going from 2 to 3 de-
composition levels raised the correlation between ob-
served and estimated data, but no significant differ-
ence was found between predictions from 2 and 3 
level models. Moreover, an increase in the waves (de-
tails and approximation) beyond three induced 
a greater error and a significant reduction in parsimo-
ny, and therefore generated no benefits. As mentioned 
earlier, precipitation is an important variable in the 
context of climate change, and as such its prediction 
is important in facilitating the transition to more inte-
grated and adaptive water resources planning and 
management [BUTLER et al. 2015; HALBE et al. 2014; 
INAM et al. 2015; KOLINJIVADI et al. 2014; STRAITH 
et al. 2014].  
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Hybrydowy model wavelet-SARIMA-ANN do prognozowania opadów 

STRESZCZENIE 

Słowa kluczowe: gospodarka zasobami wodnymi, metoda wavelet, prognozowanie opadów, sezonowa zinte-
growana autoregresja z ruchomą średnią, sztuczne sieci neuronowe 

Prognozowanie opadów, ze względu na ich znaczenie w gospodarce zasobami wodnymi, szczególnie 
w zmniejszaniu ryzyka powodzi czy susz, było już przedmiotem wielu badań. Serie miesięcznych opadów mają 
właściwości nieliniowe i różne skale czasowe, w związku z czym przetestowano różne metody: wavelet, metodę 
zintegrowanej sezonowej autoregresji z ruchomą średnią (SARIMA) i hybrydową metodę sztucznych sieci neu-
ronowych (ANN) pod kątem ich zdolności do dokładnego przewidywania miesięcznych opadów. Czterdziesto-
letnią (1970–2009) serię opadów z irańskiej stacji meteorologicznej w Nahavand (34°12’N, 48°22’E) rozłożono 
na jedną podserię o niskiej częstotliwości i kilka podserii o wysokiej częstotliwości występowania opadów przez 
transformację falkową. Podserie o niskiej częstotliwości prognozowano za pomocą modelu SARIMA, podczas 
gdy podserie o wysokiej częstotliwości prognozowano, stosując ANN. Na koniec prognozowane podserie zre-
konstruowano celem przewidywania opadów w poszczególnych miesiącach w przyszłości. Porównanie wartości 
generowanych przez model z danymi z obserwacji wykazało lepszą dokładność prognozowania opadów za po-
mocą modelu wavelet-SARIMA-ANN niż za pomocą modeli wavelet-ANN i wavelet-SARIMA. 
 


