Nonlinear robust control for single-machine infinite-bus power systems with input saturation
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Abstract. In this paper, a new control scheme is proposed to achieve stability for a single-machine infinite-bus power system. A power system model simultaneously considering input saturation and time-varying uncertainties is presented. A sufficient condition for the system convergence is given and based on this result, a switching excitation control law with auxiliary system is designed. The stability analysis and simulation results all show that the developed controller is effective.
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1. Introduction

Energy issue is one of the most pressing challenges. The main contents of this problem include generation, transmission and distribution of energy. Power system is regarded as one of the most complex systems in the world [1] and in order to obtain satisfactory and optimal operating state, many researchers have developed various solutions from their different professional perspectives [2–5]. This paper studies power system transient stability by using model-based control systems technology [6].

For many years, linear control has been used as a traditional soft computing method to design excitation controllers, e.g. automatic voltage regulator (AVR) and power system stabilizer (PSS). Although these controllers have been simulatively validated, the robustness can not be ensured because the controllers have been designed on the basis of linear power system model which is often not applicable in entire operation region. Thus it is necessary to preserve nonlinear characteristics of power systems and study nonlinear control method. However, there are strongly nonlinear couplings between model parameters and state variables, and the known values of the parameters are often not coincident with the actual situation. Thus, model errors are always subsistent and are necessary to be considered in control system synthesis from the viewpoints of nonlinear robust control [7, 8]. Furthermore, input constraints, such as excitation voltage saturation, are unavoidable in practical engineering. If this phenomenon is not considered in controller design, the prospective stability and performances of closed-loop systems may not be ensured because the system dynamic behavior is uncontrolled when the desired control input goes beyond the limit.

Due to the complex nature of nonlinear systems, in the existing literatures, most of results on input saturation/constraints are based on linear systems. Only few researchers pay attention to the control problem of nonlinear systems with input saturation. In [9], an auxiliary system is employed to address input constraints, but only boundedness of the “last modified virtual error” is obtained. If the desired value of control input greatly exceeds the constraints, then the auxiliary system will be unstable and thus the convergence of the “last virtual error” to the origin cannot be ensured. In [10], the tanh function and the mean-value theorem are used to deal with the saturation function, and then the radial basis function i.e. neural network is employed to approximate the unknown control gain. However, since the tanh function is also a kind of bounded function, when there are large disturbances and the desired value of control input goes beyond the range of tanh, the efficacy of the designed control law may be limited. In [11], dynamic surface control is used to equivalently transform a class of nonlinear system into a linear system, and then the region of attraction which is enlarged to allow some degree of input saturation is estimated via a linear matrix inequality method [12]. But this approach does not give a solution for a case when the initial condition is out of this region of attraction.

This article proposes a new nonlinear robust control framework to tackle the stabilization problem for a class of nonlinear system with time-varying uncertainties and input saturation. Compared with the prior works, the proposed method ensures not only the boundedness of state variables but the global stability of the closed-loop system. Furthermore, the approach proposed processes the saturation phenomenon directly and does not require approximating the saturation function by a smooth function, which is often not invertible outside its range.

The paper is organized as follows: the preliminaries and a SMIB power system model are described in Section 2. In Section 3, a sufficient condition for the convergence of states to the origin under saturation is shown in a Theorem, and then on the basis of this result, a switching excitation control law with auxiliary system (SAEC) is designed, as well as stability analysis for the closed-loop system with the designed controller. The simulation results are presented in Section 4. Conclusions are drawn in Section 5.
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2. Problem statement and system model

Consider the SMIB system with its components as shown in Fig. 1. Compared with structure-preserving multi-machine model [13, 14], the SMIB model does not directly reflect the influences of power network components and loads, instead of aggregated node containing the information of these elements. Furthermore, the reduced-order model also neglects the flux linkages dynamics by using the singular perturbation technique. Fortunately, even so, both the theoretical studies and the experimental results have validated the SMIB model are well-suited for stability analysis and feedback control design for industrial power generators [15, 16]. Based on the above discussions, from the perspective of robust control, in order to enhance the applicability of excitation control system, time-varying uncertainties indicating the model errors should be considered. Moreover, in practice, actuator saturation is ubiquitous and there exist input constraint. Simultaneously ensuring the expected performances and the control laws remaining within bounds is difficult, and in this case, it is a critical and challenging problem for state-feedback control of power systems with input saturation. As such, a nonlinear robust excitation control scheme considering excitation input constraint is proposed in this paper.

Thus, on the basis of the classical SMIB model [17, 18] and the above statements, the system dynamic model considered in this paper is proposed as follows:

\[
\dot{\delta} = \omega, \\
\dot{\omega} = -(D/H)\omega + (\omega_0/H)(P_m - P_e) + d_1(t), \\
P_e = P_1(\delta, \omega)P_m + P_2(\delta) + P_3(\delta)\text{sat}(E_{fd}) + d_2(t), \\
\text{sat}(E_{fd}) = \gamma E_{fd}, \\
\gamma = \begin{cases} 
U_B/|E_{fd}|, & |E_{fd}| \geq U_B, \\
1, & |E_{fd}| < U_B,
\end{cases}
\]

where \( \delta \) is the power angle in rad, \( \omega \) is the relative speed in rad/s, \( P_e \) is the active power in p.u., \( E_{fd} \) is the field excitation voltage in p.u., \( U_B > 0 \) is a bound of the field excitation voltage, \( d_i(t) \) are bounded time-varying uncertainties, that is, there exist unknown constants \( d^*_i > 0 \) such that \( |d_i(t)| \leq d^*_i, \ i = 1, 2; \ P_m \) is the mechanical power in p.u., \( D \) is the damping coefficient in p.u., \( H \) is the inertia constant in s, \( \omega_0 \) is the synchronous speed in rad/s, \( T_{d0} \) and \( T_{f0} \) are the time constants of the excitation winding in s, \( x_d \) is the \( d \)-axis synchronous reactance in p.u., \( x_f \) is the \( d \)-axis transient reactance of the generator in p.u., \( x_T \) and \( x_L \) are the transformer and the line reactances in p.u., \( V_s \) is the infinite bus voltage in p.u., \( x_{d0} = x_d + x_T + x_L, \ c_{ed} = (x_d - x_T)V_s^2/(2T_{d0}x_{d0}), \ c_{cd} = V_s/(T_{d0}x_{d0}), \ P_1(\delta, \omega) = -1/T_{d0} + \omega \cot \delta, \ P_2(\delta) = c_{ed}\sin 2\delta, \ P_3(\delta) = c_{cd}\sin \delta. \]

3. Preliminaries and controller design

Before presenting the designed controller, some preliminaries and the preprocessing of control are given below.

3.1. Preliminaries. Generally, power systems are under normal operating conditions rather than leading power factor operations which are the rare cases [3, 19], thus there exists a small constant \( \delta_m \) such that \( \pi/2 > \delta > -\delta_m > 0. \)

**Schur complements [12].** The inequality \( [Q(x) \ S(x)] > 0 \) is equivalent to \( Q(x) - S(x)R(x)^{-1}S(x) > 0 \), where \( x \in \mathbb{R}^n \), \( Q(x) = Q(x)^T \in \mathbb{R}^{m \times m} \), \( 0 < R(x) = R(x)^T \in \mathbb{R}^{x \times x} \), and \( S(x) \in \mathbb{R}^{m \times x} \) depend affinely on \( x \).

**Definition 1.** The set \( C(P, \rho) = \{ x | x^TPx \leq \rho \} \) is said to be invariant ellipsoid when the following condition holds: For a trajectory \( x(t) \), if \( x(0) \in C(P, \rho) \) then \( x(t) \in C(P, \rho) \), where \( 0 < P = P^T \in \mathbb{R}^{n \times n} \) and \( \rho > 0 \).

**Definition 2.** The set \( C \) is said to be a region of attraction when the following condition holds: For a trajectory \( x(t) \), if \( x(0) \in C \) then \( x(t) \to 0 \) as \( t \to \infty \).

**Lemma 1.** Consider \( u = Kx \in \mathbb{R}^m \), \( K \in \mathbb{R}^{m \times n} \), and \( C(P, \rho) \) is an invariant ellipsoid. Then \( \| u \| \leq u_c \) is equivalent to the inequalities \( \rho \| x(0) \|^2 \geq 0 \) and \( P K (u_c/\rho)I \geq 0 \) hold.

**Proof.** Based on the Schur complements, \( [\rho \ x(0)^T] \geq 0 \) and \( [P K (u_c/\rho)I] \geq 0 \) can be equivalently transformed into \( x(0)^TPx(0) \leq \rho \) and \( P^{1/2}K^{1/2}P^{1/2}x \leq (u_c/\rho)I \). Thus, \( x(0) \in C(P, \rho) \) which is an invariant ellipsoid, one can get \( x^TPx \leq \rho \). Therefore, \( \| u \|^2 = u^TPu = x^TP^{1/2}K^{1/2}P^{1/2}x \leq (u_c^2/\rho) \leq \rho \). This concludes the proof. \( \square \)

**Definition 3 [11].** For \( \varepsilon \in (0, 1] \), the constraint \( \| u \| \leq u_c/\varepsilon \) is an extended version of \( \| u \| \leq u_c \), in this case, some degree of saturation is allowed, namely “\( \varepsilon \)-saturation”.

**Lemma 2.** “\( \varepsilon \)-saturation” is equivalent to the inequalities \( [\rho \ x(0)^T] \geq 0 \) and \( [P \ K (u_c/\varepsilon \rho)] \geq 0 \) hold.

**Proof.** Based on Lemma 1 and the Schur complements, one can directly get the above result. \( \square \)
3.2. SAEC control scheme. Let $(\delta^0, 0, P_m)$ and $z_i$ be the desired operating point of $(\delta, \omega, P_e)$ and the error variables respectively, $z_i = [z_1, \ldots, z_i]_i^T$, $i = 1 \sim 4$. Denote $d_j$ as the estimations of $d_j^*$, and $\hat{d}_j = d_j^* - d_j$, $j = 1, 2$. When system (1–2) is operating at this point, the relation $P_2(\delta^0) + P_3(\delta^0)E_{fd} = P_m/T_{d0} \text{ hold, } E_{fd}$ is constant and fixes the equilibrium value.

Step 1. Define $z_1 = \delta - \delta^0$. Choose Lyapunov function $V_1 = (c_1/2)z_1^2$, the time derivative of $V_1$ along system trajectories is $\dot{V}_1 = -p_1(c_1z_1^2 + c_1z_1z_2)$, in which $c_1$ and $p_1$ are positive constants, $\alpha_1(z_1) = -p_1z_1$ is the virtual control of $\omega$ and $z_2 = \omega - \alpha_1(z_1)$.

Step 2. Augment Lyapunov function as $V_2 = V_1 + ((c_2/2)z_2^2)$, then $\dot{V}_2 = -\sum_{i=1}^3 p_i c_i z_i^2 - c_2(\omega_0/H)z_2 z_3 - c_2 z_2 \hat{d}_1 \tanh(z_2/\varepsilon_1) + c_2 z_2 \hat{d}_1 (t) - c_2 z_3 \hat{d}_2 (t) - c_3 z_2 \hat{d}_3 (t) \tanh(z_3/\varepsilon_2) - (c_3 H/\omega_0) f_3(z_2, z_3, \hat{d}_1) \hat{d}_1 (t) + (c_3 H/\omega_0) f_3(z_2, z_3, \hat{d}_1) \hat{d}_1 (t) \tanh(f_3(z_2, z_3, \hat{d}_1)/\varepsilon_1)$, where $c_2$, $p_2$ and $\varepsilon_1$ are positive constants.

Step 3. Consider Lyapunov function $V_3 = V_2 + ((c_3/2)z_3^2) + (1/2) \sum_{j=1}^2 \hat{d}_j^2$. Differentiating $V_3$, one gets

$$\dot{V}_3 = -\sum_{i=1}^3 p_i c_i z_i^2 + c_3 P_3(\delta) z_3 z_4 + c_2 z_2 \hat{d}_1 (t) - c_2 z_2 \hat{d}_1 \tanh(z_2/\varepsilon_1) + c_3 z_3 \hat{d}_2 (t) - c_3 z_3 \hat{d}_2 \tanh(z_3/\varepsilon_2) - (c_3 H/\omega_0) f_3(z_2, z_3, \hat{d}_1) \hat{d}_1 (t) - (c_3 H/\omega_0) f_3(z_2, z_3, \hat{d}_1) \hat{d}_1 \tanh(f_3(z_2, z_3, \hat{d}_1)/\varepsilon_1),$$

where $c_3$, $p_3$ and $\varepsilon_2$ are positive constants.

The equilibrium action of $sat(E_{fd})$ is chosen as

$$\alpha_3(\delta) = \left\{ \begin{array}{ll}
P_1(\delta, \omega) P_e - P_2(\delta) - k_3 z_1 & \\
+ |k_4 + c_2 \omega_0/(c_3 H)|z_2 - (k_2 + p_3) z_3 & \\
- \hat{d}_2 \tanh(z_3/\varepsilon_2) - (H/\omega_0) [k_2 \hat{d}_1 \tanh(z_2/\varepsilon_1)] & \\
- \tanh(z_2/\varepsilon_1) \hat{d}_1 - f_1(z_2, \hat{d}_1) f_2(\delta) & \\
- (H/\omega_0) [k_2 + f_1(z_2, \hat{d}_1)] & \\
* \hat{d}_1 (t) \tanh(f_3(z_2, z_3, \hat{d}_1)/\varepsilon_1) & \\
\end{array} \right\}/P_3(\delta),$$

where $c_3$, $p_3$ and $\varepsilon_2$ are positive constants, $z_4 = sat(E_{fd}) - \alpha_3(\delta), k_3 = (H/\omega_0)(k_1 + k_2 c_1/c_2), k_4 = (H/\omega_0)(k_1 - k_2 p_3), f_1(z_2, \hat{d}_1) = (d_1/\varepsilon_1) \sech^2(z_2/\varepsilon_1), f_2(\delta) = -c_1 c_2 z_1 - p_2 z_2 - \omega_0/H) z_3 - \hat{d}_1 \tanh(z_2/\varepsilon_1), f_3(z_2, z_3, \hat{d}_1) = [k_2 + f_1(z_2, \hat{d}_1)]z_3$.

Step 4. The real excitation controller is designed as

$$E_{fd} = E_{fd1} = \alpha_3(\delta).$$ 

Lemma 4. Consider two sets: $C_1(z_3, \lambda) = \{z_3 \mid U_0 < |\alpha_3(z_3)| \leq U_{\lambda} + \lambda, \text{sign}(\alpha_3(z_3)) = -1\}$ and $C_2(z_3) = \{z_3 \mid P(z_3) < p_3\}$, in which $\lambda$ named “saturation coefficient” is a given positive constant, $P(z_3) = P_3(\delta)|\alpha_3(z_3)| - U_0/|z_3|$. The set $C(z_3, \lambda) = \{z_3 \mid |\alpha_3(z_3)| \leq U_0 + \lambda\}$ is a region of attraction if $C_1(z_3, \lambda) \subseteq C_2(z_3)$.

Theorem 1. For SMIB power system which is expressed by the nonlinear dynamic equation (1–2) containing the influences of input saturation and time-varying uncertainties indicating the model errors, the excitation controller (5–6) ensures convergence of $z_3$ to the origin under “$\lambda$ level saturation” if $z_3(0) \in C(z_3, \lambda)$.

Proof. Based on the designed controller (5–6), the following three cases are given to prove Lemma 4 and Theorem 1.

Case 1. Saturation occurs, i.e. $|\alpha_3(z_3)| \leq U_0$. Invoking Lemma 3 directly for the equation (4), the following results can be obtained

$$\dot{V}_3 \leq -\sum_{i=1}^3 p_i c_i z_i^2 + \sigma,$$

where $\sigma = 0.2785 c_2 d_1^*(c_2 + c_3 H/\omega_0) + 0.2785 c_2 c_3 d_1^*$.

Case 2. Saturation occurs, i.e. $U_0 < |\alpha_3(z_3)| \leq U_0 + \lambda$, and in the meanwhile $\text{sign}(\alpha_3(z_3)) \geq 0$. Thus,

$$\dot{V}_3 \leq -\sum_{i=1}^3 p_i c_i z_i^2 + c_3 P_3(\delta) |z_3| \text{sign}(z_3 \alpha_3(\delta))(U_0 - |\alpha_3(z_3)|) + \sigma \leq -\sum_{i=1}^3 p_i c_i z_i^2 + \sigma,$$

where $\sigma = 0.2785 c_2 d_1^*(c_2 + c_3 H/\omega_0) + 0.2785 c_2 c_3 d_1^*$.

Case 3. Saturation occurs, i.e. $U_0 < |\alpha_3(z_3)| \leq U_0 + \lambda$, and also the inequality $\text{sign}(z_3 \alpha_3(\delta)) = -1$ holds, i.e. $z_3 \in C_1(z_3, \lambda)$. In this case, one can get the following inequality

$$\dot{V}_3 \leq -\sum_{i=1}^3 p_i c_i z_i^2 + c_3 P_3(\delta) |z_3| (p_3 |z_3|/P_3(\delta) + U_0 - |\alpha_3(z_3)|) + \sigma,$$
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and furthermore, if the condition $C_1(\bar{z}_3, \lambda) \subseteq C_2(\bar{z}_3)$ holds, then there exists a constant $p > 0$ such that

$$
\dot{V}_3 \leq -\sum_{i=1}^{2} p_i c_i \varepsilon_i^2 - p_3 \varepsilon_3 (\delta) |\bar{z}_3| + \sigma.
$$

(10)

The results of the above three cases conclude the proof of Lemma 4 and Theorem 1. □□

Step 5. Note that, for given parameters $\lambda$, $p_i$, $c_i$, $\varepsilon_i$, $i = 1, 2, 3, j = 1, 2, 3$, how to estimate the region of attraction $C(\bar{z}_3, \lambda)$ is the key point. However, our goal in this paper is not to focus on this estimation, but instead to redesign the excitation control law (5-6) to stabilize the nonlinear system with input saturation. Then the proposed SAEC control strategy is presented as follows

$$
L = \left\{ \begin{array}{ll}
\operatorname{sign}(P(\bar{z}_3) - \chi), & \bar{z}_3 \in C_1(\bar{z}_3, \lambda), \\
-1, & \text{otherwise},
\end{array} \right.
$$

$$
s = \left\{ \begin{array}{ll}
1, & \|\bar{z}_3\| \leq \tau \quad \text{or} \quad L = -1, \\
2, & \text{otherwise},
\end{array} \right.
$$

$$
\rho \hat{X} = \left\{ \begin{array}{ll}
P(\bar{z}_3) - \chi + I_\lambda, & L \neq -1, \\
0, & \text{otherwise},
\end{array} \right. \quad \text{(11)}
$$

$$
E_{f_{d2}} = \alpha_3(\bar{z}_3, \chi) = \alpha_3(\bar{z}_3)|_{\rho_3=\chi},
$$

$$
E_{f_{d1}} = E_{f_{d2}}
$$

where the positive constants $\rho$, $\tau$ and $I_\lambda$ are parameters to be tuned appropriately by the engineer, $\chi(0) = p_3$.

Theorem 2. There exist small positive parameters $\rho$, $\tau$ and $I_\lambda$ such that, in the presence of input saturation and time-varying uncertainties, the controller (5), (11) achieves global stability of SMIB power systems (1-2) and the transient performances are improved by using the switching control strategy.

Proof. In general, with appropriate choice of $\tau$, the inequalities $|E_{f_{d1}}| \leq U_B$ and $|\bar{z}_3| \leq \tau$ are equivalent.

In Case 1 and Case 2: one can get $E_{f_{d2}} = E_{f_{d1}}$.

In Case 3, if $\bar{z}_3 \in C_1(\bar{z}_3, \lambda)$ and $\bar{z}_3 \notin C_2(\bar{z}_3)|_{\rho_3=\chi}$ i.e. $P(\bar{z}_3) \geq \chi$: the logic judgment of the auxiliary system in (11) can activate the dynamic system $\dot{\hat{X}} = P(\bar{z}_3) - \chi + I_\lambda$ as such, since $\rho$ is small, the variable $\chi$ can reach a small neighborhood of the manifold $\chi = P(\bar{z}_3) + I_\lambda$, then $P(\bar{z}_3) < \chi$ and the condition $\bar{z}_3 \in C_2(\bar{z}_3)|_{\rho_3=\chi}$ holds.

Consequently, on the basis of Theorem 1 and Lemma 4, the convergence of $\bar{z}_3$ to the origin can be ensured.

Therefore, the main advantages of sub-controllers $E_{f_{d1}}$ and $E_{f_{d2}}$ are realized in Cases 1, 2 and Case 3 respectively. Thus, the switching strategy is proposed to make logical choice between them based on the power systems operating conditions. As such, the transient performances are improved. □□

3.3. Discussion. In the above subsection, the SAEC control scheme is proposed to ensure stability of power systems even if there is control input saturation and time-varying uncertainties. But since the auxiliary dynamic system and switching strategy are needed in SAEC, the cost of control system is often more than that of general linear control system. Thus, an alternative control scheme is shown in this subsection to facilitate engineers to trade off between cost and performance: a sufficient condition for allowing $\gamma$-saturation of a kind of linear excitation control input is presented, and a method for the estimation of the region of attraction is given.

Next, the system (1-2) is equivalently transformed into an error system. Let $e_i$ be the state variables of this error system and $\bar{e}_i = [e_1, \ldots, e_i]^T$, $i = 1 \sim 3$.

Step I. Define $e_1 = \delta - \delta^*$. The time derivative of $e_1$ along system trajectories is $e_1 = -q_1 e_1 + e_2$, in which $q_1$ is positive constant, $\beta_1(e_1) = -q_1 e_1$ is the virtual control of $\omega$ and $e_2 = \omega - \beta_1(e_1)$.

Step II. Then $\dot{e}_2 = -(q_2 + r_2^2) e_2 - (\omega_0/H) e_3 + d_1(t)$, the virtual control of $P_2$ is chosen as $\beta_2(\bar{e}_2) = \bar{P}_n + (H/\omega_0)(r_1 e_1 + q_2 e_2)$, where $q_2$ is positive constant, $r_1 = q_1 D/H - \bar{q}_1$, $r_2 = D/H - q_1$, $e_3 = \bar{P}_n - \beta_2(\bar{e}_2)$.

Step III. Differentiating $e_1$, one gets $\dot{e}_1 = -(q_3 + 1/T_{d\theta_0} - q_2) e_3 + u - \bar{re}_3 + d_2$, where $q_3$ is positive constant, $r_3 = r_1 H(q_1 - 1/T_{d\theta_0}) \omega_0, r_4 = (H/\omega_0)(r_1 q_1^2 - q_2^2 + q_2/t_0)$, $\bar{r} = [-r_4 + \bar{q}_0]$, $d_3 = d_4(t)$, $d_2 = P_2(\bar{e}) - P_2(\bar{e}^*) + \alpha P_2 \cot \bar{\delta} + d_5(t) - \bar{q}_2 H/\omega_0 J_2 \hat{d}(t)$, $u = P_2(\bar{e}) sat(E_{f} - P_2(\bar{e}^*) E_{f}^*)$ represents the control variable of error system to be designed later.

Step IV. The saturation on $E_{f_{d1}}$ can be equivalently transformed into the constant constraint $u_c$ on $u$, namely, $|u| \leq u_c \leq U_B P_2(\bar{e}_0) - P_2(\bar{e}^*) E_{f_{d1}}$. Generally speaking, for $\gamma \in (0, 1)$, if $\gamma$-saturation happens to $E_{f_{d1}}$, there must exist a constant $\gamma \in (0, 1)$ such that $|u| \leq u_c$. Hence, $|u| \leq U_B P_2(\bar{e}_0)/P_2(\bar{e}^*) E_{f_{d1}}$. Correspondingly, $\gamma$-saturation happens to $u$. Based on the above analysis, let $\gamma$ be specified as $u = \bar{re}_3$, and the real excitation control input is designed as $E_{f_{d1}} = \bar{re}_3 + P_2(\bar{e}^*) E_{f_{d1}}/P_2(\bar{e})$, then, one can obtain the following error system:

no-saturation: $\dot{\bar{e}}_3 = A \bar{e}_3 + D d_2$,

(12)

$\gamma$-saturation: $\dot{\bar{e}}_3 = A \bar{e}_3 + (\gamma - 1)br_3 + D d_2$,

(13)

where $A = \left[ \begin{array}{ccc}
-q_1 & 0 & -a_0/H \\
0 & -(q_1 + r_2) & -a_0/H \\
0 & 0 & -(q_1 + 1/T_{d\theta_0} - q_2)
\end{array} \right]$, $b = [0 \ 0 \ 1]^T$, $D = [\begin{array}{c}
0 \ 0 \ 0 \ \begin{array}{c}
0 \\
0 \ 0 \ 0
\end{array}
\end{array}]$, $d_2 = [d_4(t) \ d_5(t)]^T$.

Step V. Choose Lyapunov function as $V_e = [(1/2)e_1^T Q e_1$, where $0 < Q = Q^T \in R^{3x3}$ are to be chosen later. Thus the time derivative of $V_e$ along the system trajectories is
Lyapunov function $V_3$ is obtained by employing constructive design, and the control gain $p_1, p_2, p_3$ of SAEC can be specified according to practical operating condition. However, only the structure of the Lyapunov function $V_3$ is known, the matrix $Q$ can be got by solving the LMI (15). Also, in order to decrease control gain, the inherent damping coefficients of power systems are reserved such as $-D/H, -1/T_{d0}$. (iii) For the time-varying uncertainties, adaptive laws are proposed in SAEC, and a disturbance attenuation condition is give in the latter scheme.

From the above discussion, the advantages of the SAEC are: (i) global convergence can be ensured when there are control input saturation and time-varying uncertainties. (ii) better performance is obtained than that of linear controller since it has adaptive mechanism and auxiliary decision system. The main characteristics of the linear controller are: (i) lower costs than that of SAEC, only off-line analysis is needed to obtain the region of attraction considering $\varsigma$-saturation and time-varying uncertainties. (ii) it is suitable for power systems under small signal disturbances.

4. Simulation results

In this section, the developed control strategy for a SMIB power system is shown to be effective by a comparative simulation study of the SAEC and the excitation controller which is designed by using the approach proposed in [17]. The transient responses of power angle, relative speed, active power and control input are shown in Figs 2–5 with the same initial condition $\delta(0) = 1.309 (\text{rad}^\circ), \omega(0) = 5, P_r(0) = 0.7$ and also with the same limit on the control input $E_qd$. The values of the parameters and operating point used in the simulation are respectively listed as follows: 1) Values of system parameters: $\omega_0 = 314.159, D = 5, H = 7.1, V_s = 1, x_d = 1.79, x_d = 0.17, x_f = 0.02, x_L = 0.8, x_d = x_d + x_f + x_L = 0.99, T_{d0} = 7.65, T_{d0} = 5$, $U_B = 6$; 2) Operating point: $(\delta, \omega, P_r) = (0.3475, 0, 0.81)$; 3) Values of designed parameters: $c_1 = c_2 = c_3 = 1, p_1 = p_2 = p_3 = 0.5$.
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